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ARTICLE INFO ABSTRACT

Keywords: Over-trust in automated driving systems (ADS) can trigger severe accidents, whereas under-trust may reduce
Human-ADS cooperative driving system acceptance and efficiency. Thus, assessing risk uncertainty is critical for ensuring driving safety and
Over-trust enhancing system performance. This study aims to develop a cognitive model-based framework for risk un-
Under-trust . . . .. . . . . .

DDM certainty assessment in human-ADS cooperative driving, enabling precise tracking of the evolving risks of over-

trust and under-trust. We propose a drift-diffusion model (DDM)-based risk uncertainty assessment approach
applicable across diverse driving task scenarios. A driving simulation experiment was conducted with three levels
of ADS reliability and five levels of task difficulty, yielding 7200 behavioral observations for model fitting and
validation. The hierarchical Bayesian DDM demonstrated strong predictive performance, with simulated distri-
butions closely matching experimental data. Results reveal that higher ADS reliability significantly shortens trust
decision time, while the impact of task difficulty is non-monotonic. More importantly, the model successfully
quantifies the time-varying risk uncertainty of over-trust and under-trust. These findings highlight the proposed
framework as an effective and interpretable tool for evaluating time-varying risk uncertainty in human-ADS
cooperation, providing a crucial model foundation for the future development of real-time risk prediction and
intervention systems.

Time-varying risk uncertainty assessment

trust in ADS is a key factor influencing whether they choose to take over
control from the ADS [14]. Trust has been defined as “the expectation

1. Introduction

The advancement of automated driving systems (ADS) has enabled
vehicles to perform (part of) the driving tasks traditionally executed by
human drivers. This brings several benefits, including improved safety,
enhanced comfort, reduced driver workload, and more efficient traffic
flow [1-3]. However, due to technical limitations, highly automated
driving (Level 4 and above) has not yet been widely deployed. Condi-
tional automation (Level 3) remains the mainstream choice among car
manufacturers [4], where human drivers must stay in the loop to
continuously monitor the automated driving system and be ready to take
over when necessary [5]. This constitutes a typical scenario of human-Al
collaborative decision-making [6,7].

Safety is one of the most critical concerns in automated driving
[8-10]. Designing risk warning mechanisms to mitigate potential acci-
dents is essential for human-ADS cooperative driving [11-13]. Driver
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and attitude of the trustor towards the trustee’s ability to achieve goals
under conditions of uncertainty and vulnerability” [15,16]. In this
definition, trust can be understood as a psychological variable referred
to as trust level, while the behavioral outcome of whether to take over
from the ADS is a decision, referred to in this study as a trust decision.
Furthermore, this definition highlights that trust typically occurs in
uncertain and risky environments. A driver’s expectations regarding
uncertainty and vulnerability determine whether they continue to rely
on ADS or take over to execute the upcoming driving task. Importantly,
the goal of trust research is not to maximize trust but to align human
trust with system capability, namely “trust calibration” [17-19]. When
trust is not properly calibrated, two problematic states may occur:
over-trust (trust level exceeds system capability) and under-trust (sys-
tem capability exceeds trust level) [20,21].
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Recent studies have shown that over-trust is a major cause of cata-
strophic accidents in automated driving [22]. In such cases, drivers hold
overly optimistic expectations of ADS performance and underestimate
the risks of potential system failures (e.g., failing to brake in time),
which prevents timely takeover actions in critical moments. For
example, on May 7, 2016, a Tesla Model S failed to distinguish a white
truck from the sky. The driver’s over-trust in the system resulted in the
lack of takeover, ultimately leading to a fatal accident [8]. Conversely,
under-trust can cause drivers to abandon the use of ADS, thereby
limiting its potential long-term benefits [23]. Therefore, developing risk
assessment methods for over-trust and under-trust and supporting ADS
designers in creating risk warning mechanisms are of great significance
for reducing potential accidents, improving system safety, and
enhancing the overall effectiveness of human-ADS systems.

Risk is generally defined as a combination of event-related uncer-
tainty and its consequences [24-27]. The task of risk assessment is to
understand how risk events occur in the system, identify their potential
consequences, and, most importantly, express and evaluate their un-
certainties [28,29]. Among these, assessing the uncertainty of risk
events is the core of risk assessment [30-32]. Traditional
human-machine systems employ human reliability analysis (HRA) to
evaluate human error risk uncertainty, which fundamentally establishes
mapping relationships between performance shaping factors (PSFs) and
human error probability (HEP) [33,34]. However, existing HRA
methods cannot directly evaluate trust risks in human-ADS collabora-
tion. On one hand, existing HRA methods do not incorporate PSFs spe-
cifically designed for over-trust and under-trust events; on the other
hand, HRA essentially constitutes a direct evaluation of human
macro-level performance, failing to accurately describe the cognitive
processes underlying trust risk formation. Notably, a common feature of
over-trust and under-trust events is that the driver first makes a trust
decision, and the occurrence of the event depends on whether the ADS
performs correctly. Therefore, analyzing the risks of over-trust and
under-trust fundamentally requires evaluating the uncertainty of
drivers’ trust decision, that is, the uncertainty regarding whether drivers
choose to trust or distrust the ADS within a limited time frame.

1.1. Approaches to trust modeling

Understanding how trust decisions are formed is a prerequisite for
assessing their uncertainty. To explain this formation process, re-
searchers in human-machine interaction have developed a variety of
trust prediction models that describe both the dynamics of trust evolu-
tion and the mechanisms that guide trust-related decision behavior
during human-automation interaction. Overall, existing studies can be
grouped into two major methodological paradigms:

(1) Physiological signal-driven machine learning approaches

This approach utilizes physiological data such as EEG and eye-
tracking to classify trust decisions into binary states [19,35,36]. For
example, Ayoub et al. constructed an XGBoost model based on drivers’
physiological indicators including galvanic skin response, heart rate,
and eye movements, achieving real-time prediction of trust decisions in
takeover scenarios with 89.1 % accuracy [19]. Tingru Zhang et al.
demonstrated the feasibility of assessing drivers’ trust in automated
vehicles using electroencephalogram (EEG) signals, with a
LightGBM-based model capable of distinguishing low, medium, and
high trust states with 88.44 % accuracy [35]. However, these “black--
box” models suffer from dual limitations: first, their predictions cannot
reveal the cognitive mechanisms behind decision-making; second, they
typically treat decisions as instantaneous events, neglecting the funda-
mental temporal dynamics of cognitive processing during human
decision-making.

(2) Behavioral data-driven mathematical modeling approaches
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This approach employs mathematical frameworks to describe the
dynamic relationship between system reliability and trust levels by
fitting experimental data [37-39]. Akash et al. pioneered a third-order
linear time-invariant model based on gray-box system identification,
successfully quantifying the interactions among three key state variables
in driver trust dynamics: experience accumulation, accumulated trust,
and expectation deviation [36]. Rabby et al. proposed a time-driven and
performance-aware mathematical trust model that characterizes the
nonlinear evolution of trust with human-machine performance differ-
ences using piecewise functions and hyperbolic tangent functions [38].
Seo and Kia developed a joint inference framework based on Bayesian
online learning, which integrates target state estimation with human
trust learning into a unified probabilistic graphical model through a
Hidden Markov Model (HMM), enabling dynamic perception and
updating of trust levels [39]. Although these models have made progress
in characterizing long-term trust evolution, their core limitation lies in
focusing solely on the continuous changes in trust levels while failing to
model the essential feature of driving scenarios: completing trust de-
cisions within bounded time windows.

Despite providing important foundations for understanding trust
formation, neither approach addresses the core requirement of trust risk
uncertainty assessment: quantifying the uncertainty of trust decision
outcomes within specified time windows. This gap stems from two
fundamental deficiencies: first, the lack of formalized descriptions of
cognitive mechanisms; second, the inability to incorporate decision time
distributions into risk uncertainty calculation frameworks. These ele-
ments are precisely the key factors for assessing the occurrence proba-
bility of over-trust/under-trust events.

1.2. The necessity of using drift-diffusion model to assess uncertainty of
trust decision

To assess the uncertainty of trust decisions within a limited time
window, it is necessary to model not only “what decision is made” but
also “when the decision occurs”, as well as the cognitive mechanisms
mediating this temporal process. The drift diffusion model (DDM),
originally developed in cognitive psychology to explain two-alternative
forced-choice decision behavior, provides a mechanistic framework that
describes how evidence accumulates over time until a threshold is
reached and a decision is triggered [40,41]. Importantly, the DDM can
simultaneously predict choice accuracy and reaction time, making it
particularly suitable for quantifying the uncertainty of trust decisions
within limited time windows, which is the core of trust risk uncertainty
assessment.

Compared with existing trust modeling methods, using DDM to
model trust decisions offers two core advantages. First, the DDM directly
characterizes the cognitive process of trust decision-making through
interpretable parameters, avoiding the explainability limitations of
“black-box” machine learning models. Second, the response time dis-
tribution generated by the DDM enables us to calculate the probability of
a driver making a trust decision within a limited time window. Coupling
the DDM-predicted decision time distribution with ADS task reliability
allows for a rigorous derivation of the probability of over-trust or under-
trust risk events, which existing models are unable to achieve.

Therefore, this study pursues two objectives. First, we model the
formation of driver trust decisions in automated driving using the DDM,
which has been shown to effectively capture both accuracy and decision
time in binary decision tasks. Second, building on this model, we assess
the time-varying risk uncertainty of over-trust and under-trust events.
Specifically, we designed a human-ADS cooperative driving experiment
in a simulator, manipulating ADS reliability and task difficulty. Behav-
ioral data were collected and analyzed using hierarchical Bayesian
methods to estimate model parameters. We then evaluated the uncer-
tainty of drivers’ trust decisions within limited time frames and com-
bined this with the ADS task reliability to compute the risk uncertainty
of over-trust and under-trust events. To the best of our knowledge, this is
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the first study to systematically evaluate and model the time-varying
risk uncertainties arising from over-trust and under-trust in human-
ADS cooperative driving.

The main contributions of this work are as follows:

(1) We propose a risk uncertainty assessment framework for over-
trust and under-trust in human—-ADS cooperative driving.

(2) We characterize the cognitive process of driver trust decision
using the DDM and quantify the uncertainty in typical driving
tasks.

(3) We design a human-ADS cooperative driving experiment incor-
porating ADS reliability and task difficulty, and explore their
impacts on the time-varying risk uncertainty of over-trust and
under-trust within the proposed framework.

The remainder of this paper is organized as follows. Section 2 de-
scribes the proposed methodology, while Section 3 details the experi-
mental design. Section 4 presents the results. Section 5 discusses the
findings, contributions, limitations, and directions for future research.
Finally, Section 6 concludes the study. Fig. 1
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2. Method
2.1. Assessment of driver trust decision uncertainty using DDM

Conditional automated driving represents a typical scenario of
human-AI collaborative decision-making. The ADS executes tasks (e.g.,
obstacle avoidance) based on perceived information, while the driver
evaluates ADS reliability under the current task difficulty and decides
whether to trust the system or intervene [42]. This process can be
characterized as a binary decision. In psychology, evidence accumula-
tion models provide a detailed cognitive account of decision-making by
considering both choice and decision time, and have been widely used to
explain decisions under uncertainty [43,44]. During human-ADS coop-
erative driving tasks, the driver is faced with a binary decision of
whether to trust the ADS. In such uncertain environments, trust de-
cisions are formed through evidence accumulation over time. The drift
diffusion model, a classical evidence accumulation framework, has been
shown to accurately capture both choice and reaction time in binary
decision tasks [40,41]. The core assumption of the DDM is that a
decision-maker begins at an initial bias point 2z, accumulates evidence at
a constant drift rate v over time, and makes a decision once the accu-
mulated evidence reaches a boundary defined by the threshold a. The
accumulated evidence can be conceptualized as the trajectory of a
diffusion particle, which triggers a response once it crosses a boundary.

1.Assessment of driver trust decision
uncertainty using DDM

2.Risk uncertainty assessment of
over-trust and under-trust
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Fig. 1. The framework of the methodology.
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Key parameters of the model are:

(1) Drift rate (v): average rate of evidence accumulation; reflects the
strength of evidence favoring one decision. A higher drift rate
indicates faster accumulation.

(2) Threshold (a): distance between upper and lower boundaries;
smaller thresholds facilitate quicker decisions.

(3) Bias (2): starting point of evidence accumulation, typically be-
tween the boundaries; represents an a priori decision tendency.
To more clearly capture the decision bias, the relative valuez,,; =
z/a € [0, 1] is often used.

(4) Non-decision time (Ty,,): accounts for processes outside decision-
making, such as sensory encoding and motor execution.

The decision process is illustrated in Fig. 2. Multiple drift trajectories
(blue and red) show evidence accumulation starting at bias z along the
vertical axis, progressing at drift rate v until reaching either boundary,
with the separation determined by threshold a. The upper and lower
areas represent the probability density functions of boundary crossing
times, which align well with observed reaction time distributions.

Formally, evidence accumulation within a trial can be expressed as:

Xi1 = X; + N<v-dt, \/E) X0 =2 (€8]

where X; is the accumulated evidence at iteration i, and a response is
triggered when x; > a (trust) or x; < a (distrust). Here, N(-) denotes a
normal distribution, t is decision time, and dt—0 ensures a continuous
process.

Decision times follow the wiener first-passage time distribution, the
probability density function is as following [46]:

V2t 7k2ﬂ2t
I <’V"”T> = . (#k(z+a/2) < 2“2>
Zrust(t]v, @, 2) = Ee 1?:1 ksin (f e

(2)
K2zt
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vz L . k 2 — 2a’
Gaistrust (v, @, 2) = %e( 2 Z ksin (W) e
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As this distribution involves infinite series, it is often intractable in
practice. Therefore, we adopted the approximation method proposed by
Navarro and Fuss [47], which provides efficient probability density
approximations for both small and large decision times:

1 Ll t z
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Fig. 2. Parameters of the DDM and their explanations [45].
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where k =1,2,3..K, K is the number of truncation terms. The key
quantity for determining whether t is considered “small” or “large” is
given byt = t/a®. If t < 0.01, the expression fitq_small_time (t|w) is used for
computation; if ¥ > 0.2, fstd_targe_time (t|w) is used. For values in the in-
terval 0.01 <t < 0.2,the magnitude of the last term in both
fstd_smatl_time (t|w) and fyd_large_time (t|w) is evaluated, and the expansion
corresponding to the one with the smaller magnitude (indicating faster
convergence) is selected. Series were truncated at K = 20, which yields
numerical errors below 10~ across our parameter ranges w71,

Integrating the density function gives the probability of trust and
distrust decisions within time t:

{Fdz‘smr(t) = /(:fr(u; v,a, z)du ©)

Frruse(t) = Fgiseruse (t; =V, 0,0 — 2)
Notably, at time t, the sum of the probabilities for making a trust

decision and a distrust decision does not equal 1. Consequently, there
exists a non-decision probability:

S(t) =1- Ftru.st(t) - Fdi.saust(t) (7)
In our model, T,,, assumed constant, so the observed reaction time is
t = Tpon+Ter, where T,, is the effective decision time.
As t— o0, the ultimate decision probability converges to:
_ e—2vz
1—e2na ®

Fuistrust (t=00) = 1 — Py (t—>00)

Fyst(t—>00) =

The DDM thus provides a principled framework to model the
cognitive mechanism of trust decision. By explicitly incorporating de-
cision time, it enables the interpretation of complex behavioral patterns
such as premature or delayed decisions.

2.2. Risk uncertainty assessment of over-trust and under-trust

The core of assessing the risk uncertainty of driver over-trust and
under-trust lies in evaluating the uncertainty of trust and distrust de-
cisions within a given time ¢, as expressed in Eq. (6). Therefore, once the
parameters of the driver’s DDM under typical task scenarios are ob-
tained, the decision uncertainty can be computed directly.

In this study, the parameter set © = {a, 2, v, Tnon } is estimated using a
hierarchical Bayesian model. Model fit and predictive accuracy were
further evaluated using posterior predictive checks (PPCs) [48].

Given the estimated DDM parameters for trust decisions in typical
driving tasks, the uncertainty of trust and distrust decisions at time t can
be expressed as Fiy(t) and Fgisyse (t), respectively.

Based on the definitions of over-trust and under-trust, two types of
risk events are formalized:

1. Over-trust risk event: the driver decides to trust the ADS, but the ADS
task fails.

2. Under-trust risk event: the driver decides not to trust the ADS, but the
ADS task succeeds.

Here is a polished version with improved clarity and academic tone:
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Under the controlled experimental setting, where ADS outcomes are
externally specified and temporally subsequent to the driver’s trust de-
cision, we assume conditional independence between the trust decision
and the ADS task outcome. This assumption is justified because the trust
decision is governed solely by the driver’s internal evidence-
accumulation process (as captured by the DDM), while the ADS
outcome depends exclusively on the system’s predefined reliability and
is unaffected by the driver’s cognitive state or choice. Under this
assumption, the joint probabilities can be expressed as the product of
these two independent components. Accordingly, the risk uncertainty at
time t of over-trust and under-trust risk events at time t can be quantified
as:

{ Utruxt(t) = FMt(t) X (1 7RADS) (9)
Udistrust (t) = Faistrust (t) X Raps
where Ryps denote the task reliability of ADS, i.e., the probabilities of
successful task completion under the given driving scenario.

3. Experiment
3.1. Experimental apparatus

The study was conducted in a laboratory setting. A virtual traffic
environment was constructed and implemented using the CARLA

simulation platform [49]. The driving simulator system consisted of a
Logitech G923 racing peripheral (including a steering wheel and
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pedals), a GPU with 16 GB of VRAM, and a 34-inch display monitor.
3.2. Experimental scenario

Hoff and Bashir classified trust into dispositional trust, situational
trust, and learned trust [50]. This study focuses on situational and
learned trust. Situational trust is event-specific and influenced by the
task context, while the accumulation of such events shapes learned trust.
In automated driving, task difficulty is the primary factor affecting
situational trust, and it is determined largely by road and weather
conditions. Learned trust, on the other hand, is mainly influenced by
ADS reliability. Therefore, task difficulty and ADS reliability were
selected as the experimental variables in this study.

To operationalize these constructs, we designed five distinct driving
scenarios that systematically vary in task difficulty, representing
increasing levels of perceptual, cognitive, and control demands. Each
scenario corresponds to a unique combination of static elements (e.g.,
weather and visibility), dynamic elements (e.g., traffic density and
pedestrian activity), and maneuver complexity (e.g., straight driving vs.
left turns across oncoming traffic) [51,52]. These five scenarios, illus-
trated in Fig. 3, were implemented in the CARLA autonomous driving
simulator and serve as the basis for manipulating situational trust. As As
summarized in Table 1, they form a graded difficulty scale, enabling us
to examine how contextual complexity influences drivers’ trust de-
cisions under controlled conditions.
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Table 1
Contextual elements across varying task difficulty levels.
Elements Static Dynamic elements Control
\Difficulty elements complexity
Weather: Number of vehicles: 1. A
Sunny disabled vehicle is ahead. N
L s Direction of
. Visibility: .
Scenario 1 High travel: Straight
head
Traffic light: Number of pedestrians: 0 ahea
None
Weather: Number of vehicles: 3. A
Fog disabled vehicle is ahead, with s
o . . . Direction of
. Visibility: two cars directly in front in the .
Scenario 2 . 3 travel: Straight
Low neighboring lane. ahead
Traffic light: Number of pedestrians: 0
None
Weather: Number of vehicles: 3. A
Fog disabled vehicle is ahead, with
. Visibility: two oncoming vehicles in the Direction of
Scenario 3 .
Low diagonal left-turn lane. travel: Turn left
Traffic light: Number of pedestrians: 3. And
Yes pedestrian crossing when red.
Weather: Number of vehicles: 3. A
Fog disabled vehicle is ahead, with
. Visibility: two oncoming vehicles in the Direction of
Scenario 4 .
Low diagonal left-turn lane. travel: Turn left
Traffic light: Number of pedestrians: 3. And
Yes pedestrian crossing when red.
Weather: Number of vehicles: 5. A
Fog disabled vehicle is ahead, two
Visibility: oncoming vehicles in the o
Scenario 5 Low diagonal left-turn lane, and two Direction of
cars directly in front in the travel: Turn left
neighboring lane.
Trafficlight:  Number of pedestrians: 3. And
Yes pedestrian crossing when red.

(1) Scenario 1

As shown in Fig. 4, the scenario is set under sunny weather with high
visibility. A disabled vehicle is located 10 m ahead of the ego vehicle.
The driving task requires the ego vehicle, starting at 30 km/h, to avoid
the obstacle and proceed straight through the intersection.

Third-
person
view

First-
person
view
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(2) Scenario 2

As shown in Fig. 5, the scenario involves rainy and foggy weather
with low visibility. Two ADS-driven vehicles are traveling straight ahead
in the left lane at 30 km/h, while a stationary disabled vehicle is located
10 m in front of the ego vehicle. The ego vehicle, starting at 30 km/h,
must avoid the obstacle, change lanes, follow the preceding vehicle, and
continue straight to the intersection.

(3) Scenario 3

As shown in Fig. 6, the scenario is under sunny weather with high
visibility. Two ADS-driven vehicles are approaching the intersection
from the opposite lane at 30 km/h. A disabled vehicle is located 10 m
ahead of the ego vehicle, and several pedestrians are jaywalking at the
intersection. The ego vehicle, starting at 30 km/h, must avoid the
obstacle and complete a left turn through the intersection.

(4) Scenario 4

As shown in Fig. 7, the scenario involves rainy and foggy weather
with low visibility. Two ADS-driven vehicles are approaching the
intersection from the opposite lane at 30 km/h. A disabled vehicle is
located 10 m ahead, and multiple pedestrians are jaywalking at the
intersection. The ego vehicle, starting at 30 km/h, must avoid the
obstacle and complete a left turn through the intersection.

(5) Scenario 5

As shown in Fig. 8, the scenario is set under rainy and foggy weather
with low visibility. Two ADS-driven vehicles are approaching the
intersection from the opposite lane at 30 km/h. In addition, one ADS-
driven vehicle is traveling ahead in the adjacent left lane, and another
is following behind in the same lane. A disabled vehicle is located 10 m
ahead of the ego vehicle, and several pedestrians are jaywalking at the
intersection. The ego vehicle, starting at 30 km/h, must avoid the
obstacle, change lanes to follow the vehicle in the left lane, and subse-
quently make a left turn through the intersection.

In addition to scenario-based task difficulty, ADS reliability was
introduced as a second experimental factor to modulate learned trust.
Three levels of system reliability, high (90 %), medium (70 %), and low

i ki
_ Success é_ {
% Failure
*

Fig. 4. Obstacle avoidance scenario setting for task difficulty 1.
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Fig. 6. Obstacle avoidance scenario setting for task difficulty 3.

(50 %), were implemented across the experiment. The combination of
five driving scenarios and three reliability levels defined the full set of
experimental conditions used in the study.

3.3. Experimental design

The primary objective of the experimental design was to establish a
controlled paradigm that isolates and quantifies the core cognitive
process underlying a driver’s binary trust decision, rather than repli-
cating the continuous monitoring demands of a real-world Level 3
driving scenario. By decomposing the complex, ongoing decision pro-
cess, this approach enables precise examination of the critical cognitive
unit of interest: the mechanism and timing through which a driver forms
a “trust” or “distrust” judgment after receiving sufficient information
about a driving situation. We argue that a foundational understanding of
this discrete decision component is essential for modeling how it

manifests within more dynamic, real-time human-automation
interactions.

The experiment followed a 5 (task difficulty: Scenario 1-5) x 3 (ADS
reliability: 90 %, 70 %, 50 %) within-subjects design. Each participant
completed three experimental blocks, one for each reliability level.
Within each block, all five scenarios were presented repeatedly in ran-
domized order, resulting in 80 trials per block (16 trials per scenario on
average).

Participants were informed that ADS performance would vary across
blocks and that, within each block, the likelihood of system failure
would increase with task difficulty. For example, under a block-level
reliability of 70 %, the ADS might successfully complete 90 % of easy
trials but only 50 % of the most difficult ones, while still maintaining an
overall success rate of 70 % for that block. Importantly, the exact reli-
ability level for each block was not revealed beforehand, and the order
of blocks was counterbalanced across participants.
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Fig. 8. Obstacle avoidance scenario setting for task difficulty 5.

In total, each participant performed 240 trials (80 x 3), yielding
7200 trials across all 30 participants. The experiment was implemented
using the Expyriment package in Python [53], and the trial procedure is
illustrated in Fig. 9.

(1) Step 1: Each trial began with a fixation cross (“+) displayed at
the center of the screen.

(2) Step 2: After pressing any button on the steering wheel device,
participants viewed a video stimulus of an ADS task generated
with the CARLA platform. The video ended once the ADS reached
the designated location.

(3) Step 3: Participants were required to make a trust decision within
6 s. Trust was indicated by pressing the “A” button; distrust by
pressing the “ x ” button, and decision times were recorded.

(4) Step 4: After the decision, a video showing whether the ADS
successfully completed the task was presented, followed by
outcome feedback.

The experiment was designed to conceptualize trust as a risk-
sensitive decision process, rather than treating it as an abstract atti-
tude. To achieve this, we implemented an asymmetric reward structure
that captures the real-world costs and benefits associated with trusting
an ADS:

e Trusting a successful ADS (reward: +10): reflects the advantage of
effective human-ADS cooperation.

e Trusting a failing ADS (penalty: -10): represents the serious
negative consequence of misplaced trust (e.g., potential accidents).
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Fig. 9. Experimental design in each trial.

e Distrusting a failing ADS (reward: +5): rewards correct inter-
vention, though less than seamless cooperation, to reflect the effort
and disruption involved.

e Distrusting a successful ADS (reward: 0): imposes a minor op-
portunity cost for unnecessary caution.

This reward structure explicitly motivates participants to integrate
their perception of ADS reliability with the potential outcomes of their
choices, ensuring that “trust” responses reflect a realistic risk-
management strategy. Participants were instructed to maximize cumu-
lative rewards, mirroring a driver’s objective of optimizing both safety
and efficiency in real-world driving.

3.4. Participants

A total of 30 participants (15 males and 15 females) from Beihang
University participated in this study. All participants were right-handed,
had normal or corrected-to-normal vision, reported no history of
neurological or psychiatric disorders, and were 24 + 4 years old on
average. Each participant possessed prior driving experience. Before the
experiment, informed consent was obtained, and participants were
notified that they would receive monetary compensation ranging from
60 to 80 RMB, depending on task performance.

4. Results
4.1. Influence of ADS reliability and task difficulty on trust decision time

A total of 7200 trust decision trials were collected, encompassing five
task difficulty levels and three ADS reliability conditions. The decision
time data were grouped by ADS reliability and task difficulty, and t-tests
were conducted to examine between-group differences. Bar plots were
generated to illustrate the results, with p < 0.05,p < 0.01, and p < 0.001
denoted by “*”, “**” and “***”, respectively (see Fig. 10 and Fig. 11).

Fig. 10 shows the effect of ADS reliability on trust decision time.
Results indicate that decision time decreased as ADS reliability
increased, with all pairwise comparisons reaching statistical significance

50% 70% 90%
ADS reliability

Fig. 10. Influence of ADS reliability on trust decision time.

(p < 0.001). By contrast, Fig. 11 shows the effect of task difficulty. No
consistent monotonic trend was observed: decision time increased
slightly at difficulty level 2, then gradually declined with higher diffi-
culty, but differences across levels were not statistically significant. For
example, no significant difference was found between levels 3 and 4, or
between levels 4 and 5.

4.2. Model fitting and parameter interpretation

The data were divided into 15 groups (3 ADS reliability levels x 5
task difficulty levels). A hierarchical Bayesian framework with MCMC
inference was applied to fit the DDM parameters for each group. Model
convergence was assessed using the Gelman-Rubin statistic (R), where
values close to 1 indicate convergence. Conventionally, R < 1.1 is
considered acceptable. For all 15 models, R values were below 1.1,
confirming convergence. The parameter estimates are reported in Ap-
pendix A. Among the estimated parameters, the drift rate (v) is the
primary determinants of trust decisions and response times. Their mean
values across experimental conditions are summarized in Fig. 12 and
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Fig. 11. Influence of task difficulty on trust decision time.
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Fig. 13. why trust decision time (Fig. 11) did not exhibit a consistent relationship
Fig. 12 illustrates how v varied with task difficulty under three with task difficulty.
reliability levels (50 %, 70 %, and 90 %). When ADS reliability was low Fig. 13 shows the relationship between v and ADS reliability at each
(50 %), v decreased markedly with increasing task difficulty, suggesting task difficulty level. Across all difficulty levels, v increased with higher
that participants were less likely to trust the system in more challenging ADS reliability, indicating a greater likelihood of trust decisions and
scenarios. A similar but less pronounced trend was observed under shorter decision times. These results are consistent with the statistical
medium reliability (70 %). In contrast, no such trend emerged under analyses in Fig. 10, confirming that the DDM not only provides an
high reliability (90 %). A plausible explanation is that high reliability excellent fit to observed trust decision times but also offers a mechanistic
fosters habitual reliance on ADS, whereas under lower reliability, explanation through its parameters.

increasing task complexity further reduces participants’ willingness to
trust, given the reduced system accuracy. This discrepancy also explains
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4.3. PPCs of trust decision time

Posterior predictive checks were conducted to evaluate the
goodness-of-fit of the estimated DDMs. Fig. 14 compares the probability
density of trust decision times generated from the PPCs with the
empirical data across different task scenarios. The results demonstrate
that the DDMs closely reproduced the observed decision time distribu-
tions, indicating strong model validity.

From a practical perspective, the fitted DDM parameters provide a
direct means to evaluate the uncertainty of trust decisions. Specifically,

(a)difficulty 1xreliability 50%

(b)difficulty 1xreliability 70%
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given a task scenario defined by task difficulty and ADS reliability, the
corresponding DDM parameters can be applied in Eq. (6) to compute the
probability uncertainty of making either a trust or distrust decision
within a given time window t. This approach enables efficient quanti-
fication of trust decision uncertainty under diverse operational
conditions.

4.4. Risk uncertainty assessment results of over-trust and under-trust
Based on the DDM parameters estimated from experimental data, we

(c)difficulty 1xreliability 90%
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first conducted a quantitative assessment of the time-varying uncer-
tainty in trust and distrust decisions within typical human-ADS coop-
erative driving scenarios. As shown in Fig. 15, for a scenario with task
difficulty level 3 and ADS reliability of 0.7, the model’s dynamic pre-
dictions of decision uncertainty closely matched the cumulative fre-
quencies observed in the experiment. This result demonstrates that the
proposed model effectively captures the temporal evolution of decision
uncertainty in realistic driving environments. Fig. 16

Furthermore, in this scenario, when t > 5 s, the decision probabilities
converged to asymptotic values of Pyyst(t—00) = 0.791 and Pigrys (t—00)
= 0.209. Based on these outcomes, and using the predefined criteria for
over-trust and under-trust events (Eq. (9)), we quantified the corre-
sponding risk probabilities. The results, presented in Fig. 17, indicate
convergence probabilities of 0.237 for over-trust events and 0.146 for
under-trust events.

4.5. Influence of task difficulty and ADS reliability on risk uncertainty of
over-trust and under-trust

To further examine the influence of different factors on the uncer-
tainty of over-trust and under-trust risks, we generated heatmaps illus-
trating their time-varying evolution across 15 task scenarios (Fig. 17 and
Fig. 18) and conducted both longitudinal and cross-sectional
comparisons.

Longitudinal analysis shows that when ADS reliability is high (0.9),
the probability of over-trust, Fys(t), remains largely unchanged with
increasing task difficulty. In contrast, under medium and low reliability
conditions (0.7 and 0.5), Fiyst(t) decreases as task difficulty rises. This
can be explained by driver behavior: under high reliability, drivers
exhibit strong reliance on ADS while the system itself rarely fails,
maintaining a consistently high over-trust risk. Under lower reliability,
however, drivers become more cautious as tasks grow more complex,
increasingly opting for distrust decisions, thereby reducing over-trust
risk uncertainty. For under-trust, Fggms(t) remains consistently low
and relatively insensitive to task difficulty under high reliability (0.9).
Under medium and low reliability, Fgsrus(t) also declines with task
difficulty, reflecting drivers’ adjustment of expectations and reduced
reliance on limited-performance systems as task demands escalate.

Cross-sectional analysis reveals that under low task difficulty, Fyys (t)
increases as ADS reliability decreases. Yet, this trend weakens with
higher task difficulty and even reverses at difficulty level 5, where

—— Prediction uncertainty of Trust

1.0 9 = Prediction uncertainty of distrust
®  Cumulative frequency of trust
Non-decision time: 0.087s ®  Cumulative frequency of Distrust
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Fig. 15. Assessment of driver’s decision-making uncertainty under task
difficulty=3 and ADS reliability=0.7.
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Fig. 16. Assessment of risk uncertainty of over-trust and under-trust under task
difficulty=3 and ADS reliability=0.7.

Fiust(t) first increases and then decreases. This suggests that in simple
tasks, drivers readily develop reliance on automation, so declining
reliability directly amplifies misjudgments and over-trust risk uncer-
tainty. In more demanding tasks, however, drivers’ vigilance and
cognitive engagement increase, prompting greater awareness of system
limitations and reliance on manual control, which suppresses or even
reverses over-trust risk uncertainty. Conversely, Uygigms (t) rises system-
atically as ADS reliability decreases, indicating that unstable perfor-
mance and elevated error rates increase driver doubt, thereby elevating
under-trust risk uncertainty.

5. Discussion

In this study, we propose a method for evaluating the risk uncer-
tainty of over-trust and under-trust in human-ADS cooperative driving.
The model was validated through human-in-the-loop experiments con-
ducted in typical task scenarios, incorporating two variables: ADS reli-
ability and task difficulty. The model demonstrated strong fitting
performance and revealed several interesting phenomena. We will
discuss the findings from the following aspects.

5.1. Advantages of the proposed risk uncertainty assessment framework

Compared with existing research [8,54,55], the proposed risk un-
certainty assessment framework offers several notable advantages.

First, the model introduces a novel paradigm for evaluating risk
uncertainty in human-ADS cooperative driving. Specifically, it assesses
the risk uncertainty of over-trust and under-trust by jointly considering
the variability in drivers’ trust decisions and whether the ADS success-
fully completes the task. This approach more accurately reflects real-
world conditions and aligns with the conceptual foundations estab-
lished in our previous studies [31,32].

Second, traditional risk uncertainty assessment models are often
static [8,55] or retrospective [54]. In contrast, the proposed model en-
ables time-varying evaluation of risk uncertainty. This temporal feature
makes it possible to detect risks in real time and implement timely in-
terventions (e.g., system prompts or authority takeover), thereby
enhancing the safety of human-ADS cooperation.

Third, the model is built on the DDM, which provides stronger
explanatory power. A key advantage of the DDM lies in its ability to
decompose the cognitive process underlying drivers’ trust decisions into
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a set of interpretable parameters, thereby deepening our understanding
of the cognitive mechanisms of trust in human-ADS interaction.

Finally, it is important to clarify that the “real-time” predictive
capability of our framework refers to its ability to dynamically estimate
the evolving probability of trust/distrust decisions within a given
driving scenario based on pre-calibrated DDM parameters. This is
distinct from predicting the behavior of an individual driver in a new
context, which would require personalized model fitting. Our current
work establishes the essential cognitive and statistical foundation for the
former, which is a necessary precursor to the latter.

5.2. Model validation and predictive performance

This study established a hierarchical Bayesian DDM model based the
behavioral data. All models passed convergence checks (R < 1.1), and
parameter estimation was stable. The results of PPCs (Fig. 14) showed
that the model could accurately reproduce the distribution of decision
times under different conditions. More importantly, the time-varying
decision uncertainty generated by the model closely matched the
observed cumulative frequencies (Fig. 15), demonstrating its effective-
ness and accuracy in predicting trust decision uncertainty.

These results indicate that the proposed modeling framework has
good generalizability and provides a reliable basis for the time-varying
assessment of the trust risk uncertainty.

5.3. Interpretation of observed phenomena

The DDM modeling revealed the interactive influence of ADS reli-
ability and task difficulty on drivers’ trust decisions.

When ADS reliability was low (50 % and 70 %), the drift rate v
significantly decreased as task difficulty increased (Fig. 12). This
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18. Assessment of under-trust uncertainty over time across 15(5 x 3) task scenarios.

suggests that under low-reliability system support, participants’ effi-
ciency of information accumulation declined in more difficult tasks,
making them more likely to make distrust decisions. This cognitive
mechanism explains the non-monotonic pattern of decision times with
difficulty observed in Fig. 11: under low reliability, high task difficulty
led to more cautious decision strategies and thus longer decision times.

In contrast, under high reliability (90 %), the v parameter was not
sensitive to changes in task difficulty, suggesting that participants had
developed reliance on the system. Even when task difficulty increased,
they maintained high efficiency of information accumulation. Although
this cognitive dependence improved decision efficiency (Fig. 10), it may
conceal potential risks.

Further analysis of time-varying risk uncertainty assessment (Fig. 17
and Fig. 18) revealed more complex mechanisms of risk formation.
Longitudinal comparisons showed that under low reliability, over-trust
risk uncertainty decreased as task difficulty increased, because drivers
adjusted their reliance strategy and increased autonomous judgment
when system performance was limited. Similarly, under low to medium
reliability, under-trust risk uncertainty decreased with increasing diffi-
culty, reflecting drivers’ adjustment of expectations toward limited
system performance.

Cross-sectional comparisons further showed that in low-difficulty
tasks, over-trust risk uncertainty increased as reliability decreased,
indicating that drivers tended to form a false sense of security in simple
tasks. In high-difficulty tasks (e.g., difficulty level 5), however, over-
trust risk uncertainty first increased and then decreased as reliability
decreased. This reflects drivers’ higher cognitive involvement under
high workload, which promoted active recognition of system limitations
and risk avoidance.

These findings collectively indicate that drivers adopt different
cognitive strategies under different combinations of reliability and task
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difficulty: they tend to actively monitor and adjust under low reliability,
form cognitive dependence under high reliability, are more prone to
automation bias in low-difficulty tasks, and activate more active
cognitive intervention in high-difficulty tasks.

5.4. Limitations and future research

While this study provided valuable insights, several limitations must
be acknowledged. First, the ecological validity of the experimental
paradigm is limited. The experiment was conducted in a controlled
laboratory environment, where driving scenarios and ADS behaviors
were necessarily simplified relative to the complexity of real-world
conditions. Moreover, the design required participants to make trust
judgments after viewing pre-recorded driving sequences, a post-hoc
evaluation that differs from the dynamic, continuous monitoring and
intervention required in Level 3 (L3) automated driving, where drivers
must remain “in-the-loop” and respond to evolving situations in real
time. This simplification was a deliberate methodological trade-off
aligned with the study’s core objective: isolating and quantifying the
fundamental cognitive processes underlying trust decisions. By
employing standardized stimuli and structured response intervals, we
ensured consistent sensory input and system performance history across
participants. Such experimental control is essential for reducing con-
founding variables and enabling the development of a clear and inter-
pretable computational model.

Additionally, the model did not explicitly incorporate situational
awareness (SA), a critical prerequisite for decision-making in dynamic
environments. While the DDM effectively captures evidence accumula-
tion and decision thresholds, it does not account for the preceding stages
of SA (perception of environmental elements, comprehension of their
meaning, and projection of future states). Finally, the proposed model
operates at the population level and does not systematically examine
how individual differences (e.g., driving experience, cognitive style,
age) might influence trust decisions.

Future research should address these limitations by prioritizing three
key directions. First, ecologically valid experimental paradigms should
be developed using real-time driving simulators or on-road studies to
better capture the dynamic interactions between drivers and ADS. Sec-
ond, future work should explore integrating SA into the current frame-
work. For example, a multi-stage modeling approach could link SA
acquisition processes with subsequent trust decisions, building on our
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decision patterns.
6. Conclusion

We proposed a computational framework that quantifies over-trust
and under-trust risk uncertainty in human-ADS cooperation. By inte-
grating DDM with ADS reliability and task difficulty, the framework
shifts risk uncertainty assessment from static evaluation to time-varying
quantification.

Using 7200 behavioral observations data, we show that ADS reli-
ability accelerates trust decisions while task difficulty produces non-
monotonic effects. The hierarchical Bayesian DDM demonstrated
excellent predictive validity, closely replicating observed behavior
across all conditions. Beyond predictive accuracy, the model reveals
how risk evolves in real time, exposing the mechanisms by which reli-
ability and task complexity jointly shape drivers’ trust.

These findings establish a quantitative foundation for real-time
driver state monitoring and adaptive human-machine interaction.
More broadly, the framework advances the research on trust in auto-
mation, providing a path toward safer, more intelligent, and more
resilient human-AI collaboration.
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Appendix A. Parameters of the DDM for trust decision time
Reliability 90 % 70 % 50 %
Difficulty
1 a v Thon Zobs a Tnon Zobs a v Thon Zobs
3.450 1.443 0.069 0.609 2.123 0.998 0.089 0.520 2.006 0.413 0.104 0.475
2 a v Thon Zobs a Thon Zobs a v Thon Zobs
2.900 1.342 0.069 0.562 2.198 0.703 0.101 0.542 2.210 0.200 0.098 0.475
3 a v Thon Zobs a Thon Zobs a v Thon Zobs
2.851 1.379 0.090 0.528 2.143 0.595 0.087 0.513 2.078 0.028 0.096 0.496
4 a v Thon Zobs a Tron Zobs a v Thon Zobs
3.185 1.547 0.072 0.556 2.142 0.597 0.066 0.510 2.115 0.020 0.083 0.481
5 a v Thon Zobs a Thon Zobs a v Thon Zobs
3.120 1.400 0.047 0.546 1.984 0.520 0.099 0.501 2.200 —0.076 0.121 0.429
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