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A B S T R A C T

Video object segmentation (VOS) has been a research hot-spot these years. However, evaluating the per-
formance of different VOS methods requires labor-intensive and time-consuming manually labeled mask
annotations, making it hard to validate the algorithm quality in field tests. In this paper, we tackle the
problem of automatically measuring the mask quality for video object segmentation tasks without accessing
manual annotations. We propose that with an elaborately designed network structure, we can extract quality-
sensitive features to predict mask quality scores without ground-truth labels. To achieve this, we train an
end-to-end convolutional neural network to capture the quality-sensitive features with both spatial reference
and temporal reference. In the proposed Video Object Segmentation Evaluation Network, the VOSE-Net, the
corresponding video frame and motion amplitude information are used for spatial and temporal references
respectively. Instead of directly concatenating features for mask and references, we extract spatial quality cues
with feature correlation, which is more rational and effective in this specific task. Taking in the segmented
mask, its corresponding frame image and optical flow map, the VOSE-Net can provide an accurate quality
estimation without the need for human intervention. To train and verify the proposed network, we construct
a new dataset by using the DAVIS video segmentation benchmark and results from many public video object
segmentation algorithms. We also demonstrate the robustness and usefulness of the proposed method on several
applications, i.e. proposal selection, parameter optimization, arbitrary video mask evaluation. The experimental
results and analysis show that the VOSE-Net is fast, effective and of practical use.
. Introduction

Following the increasing demand for video analysis, the primary
ideo object segmentation (P-VOS) task has become a research fo-
us [1–5]. It requires methods to track and segment the most dominant
nstance in videos, and is also called single-instance video object seg-
entation, unsupervised video object segmentation, etc. Numerous
ethods have been developed in this field for the past decades [6,7],
roducing more and more accurate target masks [8], and segmenting
ith less and less processing time [9,10]. However, current algorithms
eavily rely on manual annotations to train and validate their models,
.g. using the densely-annotated datasets [3]. Video object segmen-
ation methods need the ground-truth annotations for test videos to
ompute the overall mask quality with evaluation metrics like the
accard similarity, F-score [11] (we show some examples of mask
rediction and their computed Jaccard scores in Fig. 1). This limits
he progress of P-VOS, for that the ground-truth labels are hard to get
n practical applications and the methods cannot obtain the objective
valuation scores to assess their ability or adjust parameters online.
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Based on this observation, we aim to provide a blind quality mea-
surement algorithm for primary video segmentation quality assessment
(VSQA), which can automatically estimate the mask quality scores
without the need of human annotations. This technique is known as
segmentation quality assessment (SQA) when applied on images [12].
Researchers have come up with several SQA methods [12–14], the
common idea of which is to extract cues from the segmentation mask
with its corresponding original image, and then regress the features
into the quality score. As SQA is a challenging problem, most methods
limit the task to patch-wise or bounding box restrained regions where
each image patch contains a single instance, or add in weak human
supervision [15] during prediction. Among the multiple SQA methods,
deep learning based models [12,14] show superior ability, similar to
what happens in other computer vision fields (image classification,
object detection, image segmentation, etc.). This is because of the
strong learning ability and powerful fitting capacity of deep neural
networks. Take [12] for an example, by feeding the original image
and segmentation patches into a deep neural network, [12] successfully
obtains an image segmentation evaluator, demonstrating that CNN is
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Fig. 1. Illustration of masks with various qualities from the proposed VISA dataset. The
left column gives some examples of the video frames with their pixel-wise manually
annotated masks (colored in red). Several segmentation results of different qualities are
shown on the right, where 𝐽 denote the Jaccard similarity scores (an objective score
evaluating the matching rate between mask and the ground-truth label, also known as
IoU).

capable of depicting mask-image correspondence which is adequate for
mask quality prediction.

In this paper, we extend the image segmentation quality assessment
to the video level. Different from images, masks from adjacent video
frames are not independent. They are closely related in the temporal
space (connected with object and background motions). Therefore,
in the proposed evaluator, we incorporate both spatial and temporal
features for video mask estimation. We build an end-to-end convo-
lutional neural network, the VOSE-Net (Video Object Segmentation
Evaluation Net), to estimate the video mask quality scores. The VOSE-
Net employs the original frame image for its spatial reference, and
the motion map (optical flow) for the temporal reference. Instead of
crudely concatenating features from references and segmentation mask,
the VOSE-Net fuses the spatial correlations with temporal information,
and maps into one comprehensive score for the input mask. The overall
framework has an end-to-end structure like shown in Fig. 2, where
mask quality of a test video frame can be obtained via a single forward
at the speed of about 70 ms.

To train and validate the proposed VOSE-Net, we construct a
new dataset from the densely-annotated video object segmentation
dataset [3] and various public video segmentation models. The Jaccard
similarity scores between mask-frame pairs are used as ground-truth
scores for evaluating the network ability. Furthermore, we compare
and analyze different feature fusion methods for segmentation quality
evaluation and experiment on three application scenarios (i.e. seg-
mentation proposal selection, post-processing parameter optimization,
quality evaluation on arbitrary videos) in Section 5.2. We show that
the proposed VOSE-Net is robust, generally applicable, and of practical
use.

Overall, our main contributions are as follows:

(1) we propose a deep mask quality assessment network for primary
video object segmentation;

(2) we construct a new dataset for objective video mask quality esti-
mation task, which can encourage the development of researches
in VSQA;

(3) we validate that the proposed VOSE-Net has satisfying quality
assessment ability and can be applied to a variety of related tasks.
2

2. Related work

2.1. Video object segmentation

Video object segmentation aims at separating target object from
background at pixel level. Depending on whether an initial annotation
frame is given in each test video, it can be classified into ‘unsuper-
vised’ video object segmentation and ‘semi-supervised’ video object
segmentation. ‘Semi-supervised’ video object segmentation methods
are considered to have known a manual object mask for the target
instance(s) in the first frame of videos. They have a specific concept of
the target instances to help them track and segment objects throughout
videos. Test videos with ‘semi-supervised’ setting can have more than
one target instance, as each of them can be manually defined in the
initial frame. ‘Unsupervised’ video object segmentation, also known
as primary video object segmentation, has no prior knowledge of the
target instance. When testing upon a new video, P-VOS algorithms do
not need manual first frame annotations, they are able to automatically
judge and locate onto the dominant video object, then separate it
from background pixels. P-VOS methods can be more easily applied
to practical uses because they have no burden for manual labels. As
no prior knowledge is given, test videos are required to have predom-
inant instances. Our proposed evaluator is designed for primary video
object segmentation, where the test videos are assumed to each have a
predominant target instance that algorithms can discover and segment
out.

A large number of video object segmentation techniques have been
developed recent years [8–10,16–23]. These methods are based on
graph models [19], object appearance [16,24], similarity cues [10,25],
etc. Some common informative cues they count on for video segmenta-
tion are the appearance cue, motion cue, memory cue, etc. For example,
[16] deals with video segmentation in a frame-independent order, it
over-fits a general foreground segmentation network on each test video
via heavily fine-tuning on the initial mask; [7] aggregates the appear-
ance cue with motion features to find an optimal feature combination in
video segmentation; [23] constructs the space–time correspondences of
video context for efficient video object segmentation; and [25] exploits
the collaborative pixel-level matching with instance-level attentions to
generate accurate mask predictions. The common motion cue, optical
flow, is often used to measure the pixel movement correspondence
in adjacent frames; while similarity cues might be used to measure
the appearance correspondence across a longer video clip (e.g. the
re-identification network used in [26]). In this paper, we propose to
use both the appearance cue and the motion cue for evaluating video
masks, i.e. the spatial reference and the temporal reference.

2.2. Segmentation quality evaluation

Segmentation quality assessment task is very different from the
long and widely studied image quality assessment task. Image quality
assessment (IQA) aims to estimate the quality of distorted images which
endure transmission loss, compression loss, etc. Even with the original
full-quality image as a reference, the quality score of a distorted image
is not quantifiable; therefore, the ground-truth scores for image quality
assessment datasets [27–30] are usually obtained by manual definition
or averaged human subjective scores.

In contrast, segmentation quality assessment has several universally-
accepted objective evaluation scores (e.g. the Jaccard similarity) given
the ground-truth object mask as reference. Algorithms for segmentation
quality assessment target at estimating the quality of a segmentation
mask. They can be roughly categorized into ‘non-blind’ and ‘blind’,
i.e. with or without accessing the manual segmentation labels. The
‘non-blind’ methods know both the to-be-evaluated segmentation mask
and the annotation; they manage to measure the correspondence be-
tween the test mask and the ground-truth annotation with mathemati-
cal analysis. For example, the commonly used segmentation evaluation
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Fig. 2. Framework of the VOSE-Net. This figure shows the overall framework for the proposed quality evaluator, the VOSE-Net. Guided by the spatial correlation reference and the
temporal motion information, the network can automatically estimate the quality score (0–1) of a video segmentation mask. Note that both references share the same convolution
body net with the mask input (Conv1–Conv5).
metric IoU [11] (also known as Jaccard similarity) computes the
intersection over union between ground-truth masks and predicted
segmentation; and the distance functions such as Hausdorff distance,
mean distance [31] and F1 measurement [32] are used to evaluate the
preciseness of segmentation border pixels (boundary accuracy). These
criteria are widely used in image segmentation [33], video segmen-
tation [3] and foreground segmentation tasks. For ‘blind’ estimation,
algorithms are required to assess the quality of a segmentation mask
with the absence of pixel-wise mask annotations. Seeing the rise of
CNN and its outperforming achievements in computer vision tasks,
methods [12–14] incorporate deep neural network for this task. As
there are many challenging factors (unknown object category, large
instance deformation, masks with various types of flaw), most of these
evaluation methods restrain the candidate area to a bounding box
which tightly surrounds a single instance. They feed segmented image
patch and the corresponding unprocessed patch to different structured
networks, train the network with objective quality scores (e.g. IoU),
and then enable the network to predict scores for test images without
manual annotations.

Most related to our method is [12], where the author uses a
VGG-16 [34] network to predict segmentation quality from segmented
patches located in object bounding boxes. Different from [12], we
extend the segmentation mask quality evaluation to the video domain
by adding in unique video cues with a more delicate network design,
carry out extensive comparisons and analysis for network feature fusion
strategies, as well as present several practical application scenarios.

3. The proposed method

3.1. The VOSE-Net

Inspired by the effectiveness of residual networks in computer vision
tasks [35–37], we build our VOSE-Net from the widely-used ResNet-
101 [4,38,39] structure. There are five main convolution blocks (Conv1
to Conv5) in the ResNet-101, outputting feature maps with sizes of 1/4,
1/4, 1/8, 1/16 and 1/32 of the input size respectively (see Fig. 2). As
demonstrated in [40], with the network going deeper, the extracted
feature condenses and promotes to a higher semantic level.

In that videos are sequences of consecutive frames whose informa-
tion lie in both spatial and temporal domains, we incorporate both
3

spatial-domain and temporal-domain references for the mask quality
evaluator. As illustrated in the framework of the VOSE-Net (Fig. 2), we
take the convolutional features from Conv5 with the highest semantic
level and the largest receptive field as our descriptions for the seg-
mentation mask, spatial reference and temporal reference, which we
use 𝑓𝑚, 𝑟𝑠 and 𝑟𝑡 to represent in the following. After extracting these
feature descriptions, we combine the spatial-domain information with
the temporal-domain information, and feed the aggregated feature into
a fully connected layer for predicting a specific quality score for the
input segmentation mask.

For the spatial information, we take the corresponding video frame
as the reference, which is similar to [12]. [12] directly concatenates
or element-wisely sums the spatial-reference feature (𝑟𝑠) and the mask
feature (𝑓𝑚), and proves that these simple operations can provide
enough quality information for image segmentation evaluation. In this
paper, we propose that their correlation information should help the
evaluation process more as the reference image and segmentation mask
inputs are closely related. We verify this point by experiments in
Section 5.1. In the proposed framework, we process 𝑟𝑠 and 𝑓𝑚 with a
correlation layer to obtain the spatial-domain information.

The correlation layer is designed to perform multiplicative patch
comparisons between two feature maps by [41]. For the feature maps
of spatial reference (𝑟𝑠) and segmentation mask (𝑓𝑚), the correlation
value is computed as:

C(𝑝𝑟, 𝑝𝑓 ) =
∑

𝑜∈[−𝑟,𝑟]×[−𝑟,𝑟]
𝑟𝑠(𝑝𝑟 + 𝑜) × 𝑓𝑚(𝑝𝑓 + 𝑜). (1)

In Eq. (1), 𝑝𝑟 and 𝑝𝑓 denote the position coordinates on feature maps 𝑟𝑠
and 𝑓𝑚 respectively. Let 𝑊 ×𝐻 × 𝐶 be the width, height, and channel
number of 𝑟𝑠 and 𝑓𝑚, then there is: 𝑝𝑟, 𝑝𝑓 ∈ {(𝑤, ℎ)|0 ≤ 𝑤 < 𝑊 , 0 ≤
ℎ < 𝐻}. 𝑟 determines the scope of candidate patch whose square edge
length is 2𝑟 + 1, and the correlation operation C(𝑝𝑟, 𝑝𝑓 ) computes the
relationship between patch centered at 𝑝𝑟 on 𝑟𝑠 and patch centered at
𝑝𝑓 on 𝑓𝑚. For simplicity, the correlation is only carried out within a
local range where 𝑝𝑟 − 𝑝𝑓 ∈ [−𝑑, 𝑑] × [−𝑑, 𝑑]. We pick the optical range
value of 𝑑 through experimental exploration in Section 5.1.

In the proposed VOSE-Net, we set the correlation scope to be specific
to point-wise (𝑟 = 0), and the local computation range to be a rather
large value (𝑑 = 4 compared with the feature map size 𝑊 = 10,𝐻 =
16). In this case, the computation of C(𝑝 , 𝑝 ) involves 𝐶 ∗ (2𝑑 + 1)2
𝑟 𝑓
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multiplications. As the correlation layer directly convolves feature map
with feature map, there are no trainable weights. This layer takes in
the same-size feature maps 𝑟𝑠 and 𝑓𝑚, and outputs their correlation
values with the size of 𝑊 ∗ 𝐻 ∗ (2𝑑 +1)2 (in practical implementation,
the relative displacements of (2𝑑 + 1)2 are organized in channel, so the
output is 3-dimensional instead of 4).

For the temporal information, we employ the commonly-used opti-
cal flow [42–44] to represent the inter-frame time–space relationship.
We propose that pixels in the same instance tend to have similar
movement between adjacent frames. For effectiveness and efficiency,
we choose a state-of-the-art, CNN-based optical flow algorithm, the
PWC-Net [44] to generate our temporal reference. We also compare
with two other optical flow algorithms [42,43] in Section 5.1 to show
the impact of optical flow on the overall performance. In practice, we
calculate the motion amplitude map which reflects the degree of motion
as the temporal-domain reference. The extracted temporal feature with
dimension of 2048 is decreased to the dimension of 64 by 1 × 1
convolution filters, in order to prevent spatial information (dimension
of 81) from being overwhelmed by the temporal feature. These two
features are then concatenated for the final quality prediction process.

For simplicity, the three inputs (spatial reference, temporal refer-
ence, segmentation mask) share the same parameters from Conv1 to
Conv5. Note that to do this, the temporal-domain reference image is
duplicated to three channels. After the fully-connected layer, the output
goes through a Sigmoid function to be normalized within [0, 1], then the
final estimation score can be expressed as:

𝑠𝑐𝑜𝑟𝑒 = 1
1 + 𝑒−(F([𝚒𝚗𝚏𝚘𝑠 ,𝚒𝚗𝚏𝚘𝑡];𝑊 ))

, (2)

here F(.) denotes the fully-connected layer with weights 𝑊 , the
patial information and temporal information 𝚒𝚗𝚏𝚘𝑠 and 𝚒𝚗𝚏𝚘𝑡 are the
patial correlation output C(𝑟𝑠, 𝑓𝑚) and motion amplitude descriptions
𝑡 respectively.

.2. Training details

To train and validate the proposed method, we construct a new
ideo mask quality evaluation database named the VIdeo Segmentation
ssessment (VISA) dataset. It provides us with the video frame, segmen-

ation masks and the corresponding objective quality scores (Jaccard
imilarities). The collection and detailed settings of the VISA dataset
ill be introduced in Section 4.1.

During training, we use the L1 Loss which is defined as:

1(𝑋𝑖) = | (𝑋𝑖) − 𝑦𝑖|, (3)

here  (.) denotes our quality estimation network; 𝑋𝑖 and 𝑦𝑖 de-
note the segmentation input and its corresponding ground-truth score,
respectively.

Standard Stochastic Gradient Descent (SGD) is used for optimizing
the proposed VOSE-Net, with the learning rate set to 1e-4, momentum
of 0.9, and batch size of 20 (due to memory limitation, we adjust
the value of average_loss to set the batch size). The initial learning
rate is decreased by 0.1 every 50’000 iterations for a total of 100’000
iterations. This whole process is carried out on a single Titan X GPU,
and it takes about 12 h to get a convergent model.

3.3. Applications

As mentioned above, a blind mask evaluator is very useful in
practical applications. It can be used to select the most likely object
mask among hundreds of segmentation proposals, or help search the
best set of parameters for post-processing methods. Most importantly,
this evaluator can help estimate the performance of different algorithms
on raw videos like Internet videos, amateur videos, homemade videos,
etc. Very different from the ones in the video segmentation datasets
where methods are trained upon, raw videos face the conundrum of
4

choosing the best-performing segmentation algorithm without human
intervention. We propose that this can be solved by our automatic
quality evaluator, the VOSE-Net. We demonstrate in Section 5.1 that
with the VOSE-Net, we are able to estimate the general ability of various
unsupervised video segmentation methods and choose the proper one
for each specific test video. Detailed analysis, quantitative comparisons
and visual illustrations are shown in Section 5.2.

4. Dataset construction

We construct a new dataset of video frames and segmentation
masks from various qualities for training and testing video mask quality
evaluators, the VIdeo Segmentation Assessment (VISA) dataset.

4.1. Data and distribution

We collect data from the DAVIS 2016 dataset [3], with all the
video frame images and the segmentation masks from both semi-
supervised [4,5,8–10,16–20,24,45–54] and unsupervised [6,7,55–60,
60–65] algorithms in order to cover a wide range of mask qualities. In
total, we obtain about ninety thousand segmentation masks with their
original frames. The ground-truth label for each segmentation mask is
set to be the Jaccard similarity score [11] (also referred to as the IoU,
intersection-over-union) value:

𝐽 (𝐼𝑚, 𝐼𝑔𝑡) =
|𝐼𝑚 ∩ 𝐼𝑔𝑡|
|𝐼𝑚 ∪ 𝐼𝑔𝑡|

=
|𝑇𝑃 |

|𝑇𝑃 | + |𝐹𝑁| + |𝐹𝑃 |
, (4)

where 𝐼𝑚 and 𝐼𝑔𝑡 represent the segmentation mask and ground-truth
nnotation respectively; 𝑇𝑃 , 𝐹𝑁 and 𝐹𝑃 denote the true positive,
alse negative and false positive pixel points, respectively; |.| counts
he number of pixels within each set. Among the three commonly used
valuation metrics, i.e. the Jaccard similarity (𝐽 ), boundary score (𝐹 )
nd temporal instability (𝑇 ), we choose 𝐽 to represent the overall
ask quality for that 𝐽 can better illustrate the overall qualities of

egmentation masks, and that higher 𝐽 scores often accompany with
igher 𝐹 scores.

The segmentation masks are split into a training set of 66’474
mages and a testing set of 12’396 images, where the videos do not
verlap in the training and testing set (i.e. masks for 10 categories
nly appear in the testing set, while masks for the other 40 categories
nly appear in the training set). To make the evaluation results on
his dataset more convincing, we also put masks from three algorithms
nly in the testing set so that the learning methods cannot obtain their
egmentation pattern via training.

Fig. 1 shows some examples of frame images, manual annotations,
egmentation masks and ground-truth scores (𝐽 ) from the VISA dataset.
e draw the mask quality distribution in the VISA dataset in Fig. 3,
here we can see that the masks within this database cover a wide

ange of qualities, including error segmentations (masks that do not
verlap with ground-truth labels) and perfect predictions (masks that
re exactly the same with ground-truths). To extend to a larger range
f mask types, we also carry out a specific mask warping data augmen-
ation process during training. Details for the mask warping technique
re introduced in Section 4.3.

.2. Evaluation criterion

We use four evaluation metrics to compare the ground-truth Jaccard
imilarity with the predicted score by the VOSE-Net, i.e. MAE, RMSE,
LCC and SRCC.

MAE (Mean Absolute Error) and RMSE (Root Mean Square Error)
re two commonly used criteria for evaluating the preciseness of vari-
ble predictions. MAE computes the average absolute error between
ach pair of predicted variable and its ground-truth value:

𝐴𝐸 = 1
𝑁
∑

|𝐽𝑖 − 𝑝𝑟𝑒𝑑𝑖|, (5)

𝑁 𝑖=1



Measurement 194 (2022) 111003J. Cheng et al.
Fig. 3. Distribution of ground-truth Jaccard scores in the VISA dataset.

where 𝑁 is the number of image set, 𝐽𝑖 is the ground-truth Jaccard
similarity (Eq. (4)), and 𝑝𝑟𝑒𝑑𝑖 stands for the network prediction value.
Similarly, RMSE computes the root value of squared error to measure
the difference between prediction and labels:

𝑅𝑀𝑆𝐸 =

√

√

√

√
1
𝑁

𝑁
∑

𝑖=1
(𝐽𝑖 − 𝑝𝑟𝑒𝑑𝑖)

2. (6)

As MAE measures the mean values of differences between predicted
quality scores and ground-truths and RMSE measures the standard devi-
ation between predictions and ground-truths. The combination of these
two metrics can be used to evaluate the effectiveness of the quality
prediction models. For MAE and RMSE ∈ [0,∞), better prediction
methods have lower values.

PLCC (Pearson Linear Correlation Coefficient) and SRCC (Spear-
man’s Rank Correlation Coefficient) are two widely used metrics to
measure the affinity between two groups of variables. The equations
for PLCC and SRCC are defined as follows:

𝑃𝐿𝐶𝐶 =
∑𝑁

𝑖=1(𝐽𝑖 − 𝐽 )(𝑝𝑟𝑒𝑑𝑖 − 𝑝𝑟𝑒𝑑)
√

∑𝑁
𝑖=1(𝐽𝑖 − 𝐽 )2

∑𝑁
𝑖=1(𝑝𝑟𝑒𝑑𝑖 − 𝑝𝑟𝑒𝑑)2

, (7)

𝑆𝑅𝐶𝐶 = 1 −
6
∑𝑁

𝑖=1(𝑅𝐽𝑖 − 𝑅𝑝𝑟𝑒𝑑𝑖 )
2

𝑁(𝑁2 − 1)
, (8)

where 𝐽 and 𝑝𝑟𝑒𝑑 are the averaged value of ground-truth set (𝐽 )
and prediction set (𝑝𝑟𝑒𝑑); 𝑅𝐽𝑖 and 𝑅𝑝𝑟𝑒𝑑𝑖 denote the ranks of values
𝐽𝑖 and 𝑝𝑟𝑒𝑑𝑖 respectively. Not like MAE and RMSE which measures
accuracy for points independently, PLCC and SRCC evaluate the group
distribution correlation in parametric and non-parametric ways. They
both have the distribution between −1 to 1, where 0 denotes that the
two point groups are not correlated; a higher positive value means
the two groups are more positively correlated; and negative values
illustrate negative correlations.

In this paper, we use MAE and RMSE to validate the accuracy of
the VOSE-Net prediction, and the PLCC and SRCC to demonstrate that
the VOSE-Net has a similar score distribution trend with manual labels
(which means for better masks, the VOSE-Net has higher predicted
scores, and vice versa).

4.3. Data augmentation

For train-time data augmentation, we apply two useful methods
on the VISA dataset: the commonly-used affine transformation, and a
self-designed mask warping algorithm.

Affine transformation. For affine transformation, like most of the
video segmentation methods [4,16], we apply random flipping, rota-
tion, scaling and translation operation to both masks and video frames.
The transformation range is limited to: rotation angle ∈ [−10, 10],
5

Table 1
Ablation study on the VISA test set. This table shows the performance of the VOSE-
Net without either reference (spatial, temporal) or training data augmentation steps
(introduced in Section 4.3).

MAE ↓ RMSE ↓ PLCC ↑ SRCC ↑

VOSE-Net 0.034 0.052 0.980 0.958
– spatial reference 0.106 0.155 0.805 0.761
– temporal reference 0.055 0.08 0.941 0.907
– affine transformation 0.04 0.063 0.970 0.946
– mask warping 0.039 0.06 0.973 0.951
– affine transformation 0.047 0.075 0.958 0.938– mask warping

scaling factor ∈ [0.8, 1.5], and translation within 10% of the image
width or height.

During training, each pair of adjacent video frames in the same
training batch share the same set of transformation parameters so that
their temporal connection stays unbroken.

Mask warping. To train with masks of more variety, we propose a
mask warping augmentation method for segmentation masks. For mask
warping, we randomly contaminate each input mask (not the video
frame) with three different operations described as follows.

(1) BLUR operation randomly blurs the input mask with radius from
0 to 5 pixels to produce larger and worse masks.

(2) HAIRY operation adds horizontal and vertical burr to make the
mask hairier, the percentage of edge burr is controlled below
30%.

(3) DISTORTION operation maps the mask pixels from one random
quadrangle to another (position change within 16 pixels), result-
ing in a twisted target mask.

During training, each input mask is augmented 1000 times with
a random combination of these three mask warping algorithms. We
show some visual examples for these mask contamination operations
in Fig. 4, where the ground-truth masks (𝑚𝑎𝑠𝑘 in the second column)
are contaminated with BLUR, HAIRY and DISTORTION operations
respectively. To better illustrate how these operations influence mask
quality, we also present their Jaccard similarity scores (Section 4.1)
on the top-left corner of each converted mask. We can see that all
three mask warping operations degrade the original mask quality with
different types of noises, thus making the training data much richer.

5. Experimental results

In this experimental section, we demonstrate the accuracy, robust-
ness and general applicability of the VOSE-NET via extensive experi-
ments and analysis. Besides, we also carry out a thorough comparison of
the network feature fusion, parameter settings; and show some practical
applications. All our dataset, code and models will be made available
to the public.

5.1. Automatic quality evaluation

In this part, we demonstrate the automatic mask quality estimation
ability of the proposed VOSE-Net, as well as the effectiveness of its
network structure, data augmentation process, and parameter settings.
The networks are trained and tested on the VISA dataset’s training set
and testing set, respectively.

Ablation study
We conduct an ablation study to validate that each part of the pro-

posed VOSE-Net has its own contribution to the overall performance.
As shown in Table 1, we remove each separable part from the VOSE-
Net, i.e. the spatial reference, temporal reference, data augmentation by
affine transformation and by mask warping (defined in Section 4.3).
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Fig. 4. Example results for mask warping operations in data augmentation. 𝐼𝑚𝑎𝑔𝑒 and 𝑀𝑎𝑠𝑘 denote the original video image and the ground-truth annotation respectively. Columns
3 to 5 show the impact of mask warping operations (i.e. 𝐵𝐿𝑈𝑅, 𝐻𝐴𝐼𝑅𝑌 and 𝐷𝐼𝑆𝑇𝑂𝑅𝑇𝐼𝑂𝑁) when applied on the ground-truth mask. 𝐽 illustrates the Jaccard score for each
converted mask.
Fig. 5. Example results of the VOSE-Net predictions in cases of occlusion and large
motion where the temporal reference flow is inaccurate. 𝑠𝑗 and 𝑠𝑝 denote the
ground-truth score and the VOSE-Net prediction score, respectively.

We can see that for mask quality assessment, the spatial reference
is of more importance than the temporal reference: removing spatial
reference causes 0.051 more loss in MAE than removing the temporal
reference. This is because the spatial reference (original frame image)
can provide more detailed texture and color information than the
temporal reference (optical flow): the comparison between a mask and
its corresponding image can show the alignment of mask boundaries,
image color piece distribution, mask completeness, etc. Besides, the
temporal reference, optical flow, may fail to capture accurate temporal
correlations between frames with occlusion or large motion like shown
in Fig. 5. And in such cases, the spatial reference can keep providing
accurate mask quality features for is it strongly correlated to the
original image and is not affected by temporal variations.

We can also see that data augmentation plays an important role
in the training process: without the affine data augmentation and
the mask warping data augmentation, the overall MAE worsens from
0.034 to 0.04 (drops 17%) and 0.039 (drops 15%) respectively. This
6

Table 2
Ability of the VOSE-Net to predict 𝐽 , 𝐹 and 𝐺 scores.

MAE ↓ RMSE ↓ PLCC ↑ SRCC ↑

VOSE-Net-J 0.034 0.052 0.980 0.958
VOSE-Net-F 0.061 0.084 0.945 0.938
VOSE-Net-G 0.043 0.65 0.966 0.951

demonstrates that both augmentation methods can help enrich the data
distribution and therefore make the network more robust and of higher
prediction accuracy.

Ability of predicting F and G scores
Although the VOSE-Net is designed to predict the overall perfor-

mance (𝐽 scores) of video segmentation masks. We show that it is
also capable of predicting the boundary accuracies (𝐹 scores) and
the comprehensive 𝐺 scores where 𝐺 = (𝐽 + 𝐹 )∕2. We train the
VOSE-Net on the VISA dataset with ground-truth scores for 𝐹 and
𝐺 respectively, and evaluate the performances in Table 2, where the
VOSE-Net trained to predict 𝐽 , 𝐹 and 𝐺 scores are denoted by −𝐽 ,
−𝐹 , −𝐺. We can see that with the same training settings, the VOSE-Net
predicts 𝐽 scores most accurately, and is worst at directly predicting
𝐹 scores. The reason that boundary accuracies are harder to be blindly
estimated may be that the temporal references do not guarantee precise
boundaries, and that less information is provided from the correlation
between the original image and spatial reference on boundaries than
the entire mask areas. This difficulty also lowers the precision in 𝐺
score estimation, for it is a comprehensive score consisting of both 𝐽
and 𝐹 . We propose that as 𝐽 score represents the intersection-over-
union of the predicted mask and ground-truth mask, the VOSE-Net is
able to predict the video segmentation qualities in most cases. For more
accurate blind boundary quality estimation, further studies are still
needed. In addition, the VOSE-Net cannot directly predict the temporal
stability score 𝑇 introduced in Section 4 for that this score computes
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Table 3
Comparison of the VOSE-Net with different components on the VISA test set. Most of the networks are trained only with affine transformation for saving training time.

Settings Input type Max displacement Optical flow Data augmentation MAE ↓ RMSE ↓ PLCC ↑ SRCC ↑

S1 𝑀𝑅𝐺𝐵 1 (3) PWC-Net [44] Affine transformation 0.047 0.071 0.962 0.938
S2 𝑀𝑅𝐺𝐵 2 (5) PWC-Net [44] Affine transformation 0.043 0.07 0.963 0.943
S3 𝑀𝑅𝐺𝐵 3 (7) PWC-Net [44] Affine transformation 0.041 0.063 0.970 0.945
S4 𝑀𝑅𝐺𝐵 4 (9) PWC-Net [44] Affine transformation 0.039 0.060 0.973 0.951
S5 𝑀𝑅𝐺𝐵 5 (11) PWC-Net [44] Affine transformation 0.039 0.060 0.973 0.951
S6 𝑀𝑅𝐺𝐵 6 (13) PWC-Net [44] Affine transformation 0.040 0.062 0.971 0.947
S7 𝑀𝑅𝐺𝐵 7 (15) PWC-Net [44] Affine transformation 0.043 0.07 0.963 0.943
S8 𝑀𝑅𝐺𝐵 8 (17) PWC-Net [44] Affine transformation 0.047 0.075 0.958 0.938

S4 𝑀𝑅𝐺𝐵 4 (9) PWC-Net [44] Affine transformation 0.039 0.06 0.973 0.951
S9 𝑀𝐵𝑖 4 (9) PWC-Net [44] Affine transformation 0.079 0.109 0.909 0.875

S4 𝑀𝑅𝐺𝐵 4 (9) PWC-Net [44] Affine transformation 0.039 0.06 0.973 0.951
S10 𝑀𝑅𝐺𝐵 4 (9) EpicFlow [43] Affine transformation 0.041 0.063 0.970 0.945
S11 𝑀𝑅𝐺𝐵 4 (9) FlowNet2[42] Affine transformation 0.04 0.062 0.971 0.947

VOSE-Net 𝑀𝑅𝐺𝐵 4 (9) PWC-Net [44] Affine transformation 0.034 0.052 0.980 0.958
+ Mask warping
r
t

the overall algorithm performance consistency over the videos, while
the VOSE-Net measures short-term mask qualities.

Component analysis
The VOSE-Net has several variable components, i.e. the max dis-

lacement for correlation computation, the input mask form, and the
ptical flow computation methods.

The max displacement parameter in the correlation layer determines
he range of correlation operation (see correlation definition in Eq. (1))
if the max displacement is 𝑑 pixel, then the computation range is
𝑑+1 pixels. To obtain the optimal max displacement value, we search
rom the minimum value 1 to the size of the feature map (𝑆1 − 𝑆8 in
able 3), where we find that medium values 4 and 5 tie for the same
est performance. To reduce computation, we choose 4 for the max
isplacement value in the VOSE-Net.

For the input mask form, we test two types of mask input: the
inary mask prediction from video segmentation methods (𝑀𝐵𝑖) and

the colored mask 𝑀𝑅𝐺𝐵 which is obtained by cutting the corresponding
frame image with the binary mask. Comparing 𝑆4 and 𝑆9 in Table 3, it
is easy to see that 𝑀𝑅𝐺𝐵 makes a better input type. This accords with
our conjecture, in that masks in the form of 𝑀𝑅𝐺𝐵 keep more details
and have better correspondence with their spatial references.

We also compare three state-of-the-art optical flow algorithms [42–
44] to see how different optical flow qualities impact on the mask
evaluation performance. Comparison of 𝑆4, 𝑆10 and 𝑆11 illustrates that
the VOSE-Net is only minorly influenced by the changing of optical flow
sources, which further validates the robustness of the VOSE-Net.

Based on the above comparisons, we choose the optimal compo-
nent setting (Max Displacement: 4, Input Type: 𝑀𝑅𝐺𝐵 , Optical Flow:
PWC-Net) for the VOSE-Net as presented in the last row of Table 3.

Mask Quality evaluation with various feature fusions
The VOSE-Net integrates multiple knowledge representations [66]

for predicting mask qualities, i.e. reinforcing between visual knowledge
and deep representations, and then fusing deep representations to
enable explicit reasoning of blindly estimating video mask qualities.
Different from the commonly used late fusion for flow and RGB models,
we delicately design the VOSE-Net structure to contrastively integrate

GB model features and complementarily add in flow model features
or better prediction. In this part, we compare with several networks
rained for different types of references and feature fusion schemes
including late fusion like 𝑛𝑒𝑡1, 𝑛𝑒𝑡3 and 𝑛𝑒𝑡7) to demonstrate the

high performance and structure effectiveness of the VOSE-Net. All the
etworks are trained with the same train-set data of the VISA database
with the affine transformation data augmentation) and the same op-
imization parameters as described in Section 3.2. We use 𝑓𝑚, 𝑟𝑠 and
𝑡 to represent the features of segmentation mask, spatial and temporal
eferences respectively; we use ⊕ to denote the feature concatenation
peration, and ⊗ to denote the feature correlation operation. As de-
cribed in Section 3.1, we use the original frame image as the spatial
7

Table 4
Network structure comparison. Performance comparison of different network structures.
𝑓𝑚 , 𝑟𝑠 , 𝑟𝑡 denote features of segmentation mask, spatial reference and temporal refer-
ence respectively; ⊕,⊗ denote the feature concatenation and correlation operations
espectively. Networks are trained only with affine transformation for saving training
ime.

MAE RMSE PLCC SRCC

𝑛𝑒𝑡1 − 𝑓𝑚 ⊕ 𝑟𝑠 0.067 0.103 0.920 0.871
𝑛𝑒𝑡2 − 𝑓𝑚 ⊗ 𝑟𝑠 0.055 0.08 0.941 0.907
𝑛𝑒𝑡3 − 𝑓𝑚 ⊕ 𝑟𝑡 0.106 0.155 0.805 0.761
𝑛𝑒𝑡4 − 𝑓𝑚 ⊗ 𝑟𝑡 0.210 0.261 −0.003 −0.03
𝑛𝑒𝑡5 − 𝑓𝑚 ⊗ (𝑟𝑠 ⊕ 𝑟𝑡) 0.188 0.253 −0.015 −0.01
𝑛𝑒𝑡6 − (𝑓𝑚 ⊗ 𝑟𝑠)⊕ (𝑓𝑚 ⊗ 𝑟𝑡) 0.125 0.164 0.777 0.756
𝑛𝑒𝑡7 − 𝑓𝑚 ⊕ 𝑟𝑠 ⊕ 𝑟𝑡 0.055 0.088 0.941 0.907
𝑛𝑒𝑡8 − 𝑓𝑚 ⊕ 𝑟𝑡 ⊕ (𝑓𝑚 ⊗ 𝑟𝑠) 0.039 0.061 0.972 0.950

𝑛𝑒𝑡9 − 𝑟𝑡 ⊕ (𝑓𝑚 ⊗ 𝑟𝑠) 0.039 0.06 0.973 0.951*VOSE-Net

reference 𝑟𝑠, and the optical flow motion amplitude as the temporal
reference 𝑟𝑡.

From Table 4, we can see that for single reference networks (𝑛𝑒𝑡1−
𝑛𝑒𝑡4), 𝑟𝑠 (the original frame image) has much better reference value
than 𝑟𝑡 (motion information): the MAE of 𝑛𝑒𝑡3 is 58% higher(worse)
than that of 𝑛𝑒𝑡1. We can also see that it is the close correlation between
segmentation mask the original image that helps estimate the mask
quality: the correlation operation between 𝑓𝑚 and 𝑟𝑠 helps improve the
prediction accuracy (𝑛𝑒𝑡1 vs. 𝑛𝑒𝑡2), while the same operation between
𝑓𝑚 and 𝑟𝑡 heavily harms the overall performance (𝑛𝑒𝑡3 vs. 𝑛𝑒𝑡4 or 𝑛𝑒𝑡2
vs. 𝑛𝑒𝑡4). This phenomenon is further verified by networks with two
references which also involve 𝑓𝑚 ⊗ 𝑟𝑡, i.e. 𝑛𝑒𝑡5, 𝑛𝑒𝑡6.

Double-reference networks show consistent improvement over
single-reference ones, e.g 𝑛𝑒𝑡7 decreases 18% in MAE and 15% in RMSE
than 𝑛𝑒𝑡1 with adding in the temporal space reference; 𝑛𝑒𝑡7 decreases
48% in MAE and 43% in RMSE than 𝑛𝑒𝑡3 with adding in the spatial
space reference. Nevertheless, adding in more features for fusion does
not promise better performance, e.g. 𝑛𝑒𝑡8 has one more 𝑓𝑚 concatenated
with 𝑟𝑡 ⊕ (𝑓𝑚 ⊗ 𝑟𝑠) than 𝑛𝑒𝑡9, but has lower performance.

The proposed VOSE-Net (𝑛𝑒𝑡9) has the best performance of 0.039
MAE, 0.06 RMSE, 0.973 PLCC and 0.951 SRCC, showing that it has
a favorable reference type and feature fusion strategy for the video
segmentation mask quality evaluation task. Fig. 6 presents some visual
examples of segmentation proposals (not in the VISA training or test-
ing set) with the two scores (ground-truth 𝑠𝑗 and predicted 𝑠𝑝). The
prediction score 𝑠𝑝 is very close to 𝑠𝑗 , validating the automatic quality
evaluation ability of the VOSE-Net.

General applicability
To validate the general applicability of the VOSE-Net, we directly
apply it on various datasets and compare its performance scores. We
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Fig. 6. Example results of the VOSE-Net prediction scores on various segmentation proposals. 𝑠𝑗 , 𝑠𝑐 and 𝑠𝑝 denote the ground-truth score, proposal confidence score, and the
VOSE-Net prediction score, respectively. Proposals with the highest 𝑠𝑝 are highlighted in yellow; while proposals with the highest 𝑠𝑐 are highlighted in blue.
firstly separate the ‘VISA’ test set into ‘VISA-1’ and ‘VISA-2’ by whether
the masks of the algorithms are used in constructing ‘VISA’ training
set or not. As shown in Table 5, performances of the VOSE-Net is
only slightly different among these three settings, e.g. MAEs for ‘VISA’,
‘VISA-1’,‘VISA-2’ are 0034, 0.033 and 0.036, respectively. This demon-
strates that the VOSE-Net is not overfitted to masks produced by specific
algorithms.

We also apply the VOSE-Net on the precomputed segmentation
results (including intermediate ones) of three new VOS algorithms
which are not incorporated in dataset construction, i.e. STCN [23],
HMMN [22] and MiVOS [21]. Dataset ‘DAVIS’ in Table 5 denotes
the DAVIS validation set with segmentation masks from the above
three algorithms respectively. Table 5 illustrates that the VOSE-Net has
similar performances on the ‘DAVIS’ dataset setting with ‘VISA’, with
lower MAE on ‘VISA’ (0.041 vs. 0.034) and lower RMSE (0.034 vs.
0.052) on ‘DAVIS’, this may be because that original videos in the VISA
dataset are the same as those in the DAVIS database.

Therefore, we further apply the VOSE-Net on the much larger
YoutubVOS dataset [67]. We randomly select 500 videos with primary
instances from the YoutubVOS training set and test the effectiveness
of the VOSE-Net on large-scale unseen video data. Optical flow for the
temporal reference is computed with PWC-Net [44] at both 5 fps and
30 fps, and candidate segmentation masks are generated with [4,68]
at both frame rates. As shown in the last two rows of Table 5, the
VOSE-Net maintains the ability to blindly estimate mask qualities on
Youtube videos (with MAE of 0.091). In addition, we observe that
the mask quality predictions with 30 fps flows as temporal references
are better than those with 5 fps flows (MAE 0.091 vs. 0.112), this
shows that the fineness of optical flows can influence the mask quality
estimation results (i.e. flows computed at 5 fps are coarser and have
more flaws). Another interesting finding is that the most influenced
evaluation metric during dataset changing is the SRCC, which measures
the correlation between variable data rankings, this shows that when
applied to videos different from training data, the VOSE-Net may score
low-quality masks with high scores and disrupt the score rankings in
some cases. We show some visual examples of such error cases in the
supplementary material for better illustration.
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Table 5
Quality estimation of the VOSE-Net on various datasets.

Dataset MAE ↓ RMSE ↓ PLCC ↑ SRCC ↑

VISA 0.034 0.052 0.980 0.958
VISA-1 0.033 0.051 0.980 0.959
VISA-2 0.036 0.055 0.979 0.956
DAVIS 0.041 0.034 0.944 0.804
Youtube-5fps 0.112 0.125 0.880 0.724
Youtube-30fps 0.091 0.144 0.910 0.715

5.2. Applications

To demonstrate the robustness and practical applicability of the pro-
posed VOSE-Net, we apply it to several useful tasks, i.e. segmentation
proposal selection, parameter optimization and raw video segmentation
evaluation. The first two tasks are carried out on the DAVIS 2016
validation set, where we can use the ground-truth labels to check the
effectiveness of the VOSE-Net. As for the third task, we download ten
web videos which have predominant instances, get segmentation masks
from three different video segmentation algorithms, and let the VOSE-
Net judge the quality of each prediction mask to see if it matches human
intuitions. Detailed results and analysis are as follows.

Segmentation proposal selection
One simple application of our quality evaluator is to automatically

select the best segmentation proposal from groups of candidates. For ex-
ample, we extract a bunch of segmentation masks from MaskRCNN [69]
with various backbone networks (ResNet50 [70], ResNet101 [70],
ResNext101 [71], ResNext152 [71]) and training strategies (1x, 2x,
3x, 4x). For each backbone and training setting (e.g. R50-1x, ResNet50
with strategy 1x), MaskRCNN generates several segmentation masks for
each frame with detection confidence scores from 0 to 1. Taking the
mask with the highest confidence score as its segmentation output for
each image, the performance of each network is as shown in Table 6,
row 1–9. When combining all the proposals together, the highest score
selection strategy (𝑚𝑎𝑥𝑐𝑜𝑛𝑓 ) does not improve over a single network
(e.g. the 𝑚𝑎𝑥𝑐𝑜𝑛𝑓 has J mean of 0.575, which is lower than its subset
𝑋101−2𝑥). Neither does the 𝑚𝑎𝑥𝑎𝑟𝑒𝑎 strategy which picks out the largest
mask proposal for each frame. In contrast, the VOSE-Net can accurately
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Fig. 7. Example of the VOSE-Net quality estimation for masks on arbitrary videos. This figure presents samples of Internet video frames with segmentation masks from different
methods, and the VOSE-Net is used to assess mask qualities with its prediction score 𝑠𝑝. High-quality and low-quality masks selected by 𝑠𝑝 are shown on the left and right
respectively.
assess the quality of each proposal and select the ones most likely to
be target masks. From the last row of Table 6, we can see that with
the same set of proposals, the VOSE-Net proposal selection strategy
overwhelms the network confidence strategy (𝑚𝑎𝑥𝑐𝑜𝑛𝑓 ) by 22.3% J
mean and 21% F mean. For better visual illustrations, we also show
some typical proposals in Fig. 6 with their ground-truth scores 𝑠𝑗
(Jaccard similarity computed with ground-truth mask), network con-
fidence scores 𝑠𝑐 and the VOSE-Net prediction scores 𝑠𝑝, demonstrating
that the VOSE-Net automatic assessment of each proposal is similar to
ground-truth scores without the need for manual labels.

Post-processing parameter optimization
Post-processing techniques are widely used in segmentation tasks

[16,72,73] to enhance mask details. For example, [4] adds CRF op-
timization after video segmentation; [72] employs denseCRF which
can be embedded in convolutional network; and [5] trains one mask
refinement network for each target as post-processing. However, most
post-processing methods need to fine-tune on the first frame mask, or
need to grid search for optimized parameter settings with access to
the first frame annotation. For unsupervised testing where the videos
have no manual labels, empirical values are directly applied to every
video despite of their differences. In this case, the optimization process
largely relies on researchers’ experience. However, we propose that
with help of the VOSE-Net, this parameter selection process can be done
automatically with a thorough exploration of optimization potentials.

Take CRF for an example, there are usually four tunable parameters
in the CRF optimization process, the color-dependent terms 𝜃𝛼 and 𝜃𝛽 ,
the color-independent term 𝜃𝛾 , and the optimization iteration number
#𝐼𝑡𝑒𝑟𝑠. The commonly suggested values for these four parameters are
80, 13, 3 and 5. We use the proposals selected by the VOSE-Net in
Table 6 as a baseline algorithm, and conduct a parameter search.

As shown in Table 7, not all the parameter settings are suitable for
video segmentation mask post-processing. For 𝐺𝑟𝑖𝑑𝑆𝑒𝑎𝑟𝑐ℎ, we search
all the parameter settings on the first frame of each test video, and
select the one with the highest J mean. For VOSE-Net, we search all
the parameters on three random frames from each video, and select
the setting with the highest prediction score. The last two rows of
Table 7 show that parameter selection with the VOSE-Net outperforms
all candidate parameter settings, as well as the 𝐺𝑟𝑖𝑑𝑆𝑒𝑎𝑟𝑐ℎ strategy
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Table 6
Segmentation proposal selection on the DAVIS 2016 val set.

Method J mean ↑ J recall ↑ F mean ↑ F recall ↑

R50-1x 0.518 0.592 0.519 0.561
R50-2x 0.550 0.614 0.559 0.585
R101-1x 0.548 0.629 0.555 0.588
R101-2x 0.560 0.637 0.568 0.597
X101-1x 0.565 0.646 0.571 0.608
X101-2x 0.584 0.661 0.594 0.633
X101-3x 0.509 0.572 0.515 0.534
X101-4x 0.576 0.648 0.588 0.606
X152 0.550 0.625 0.557 0.585

𝑚𝑎𝑥𝑎𝑟𝑒𝑎 0.479 0.563 0.460 0.465
𝑚𝑎𝑥𝑐𝑜𝑛𝑓 0.575 0.646 0.586 0.519
VOSE-Net 0.798 0.955 0.791 0.875

Table 7
CRF parameter optimization on the DAVIS 2016 val set.

[𝜃𝛼 , 𝜃𝛽 , 𝜃𝛾 ] #𝐼𝑡𝑒𝑟𝑠 (J mean, F mean)

3 5 10 15

[20, 13, 3] 0.811,0.794 0.812,0.795 0.812,0.794 0.812,0.794
[40, 13, 3] 0.806,0.795 0.801,0.788 0.794,0.781 0.790,0.778
[60, 13, 3] 0.785,0.771 0.772,0.757 0.757,0.741 0.751,0.735
[80, 13, 3] 0.763,0.739 0.743,0.719 0.719,0.695 0.708,0.685
[100, 13, 3] 0.712,0.689 0.689,0.659 0.652,0.628 0.637,0.618

[20, 13, 5] 0.748,0.729 0.728,0.706 0.703,0.684 0.691,0.673
[20, 13, 7] 0.741,0.722 0.720,0.699 0.695,0.676 0.684,0.666
[20, 13, 9] 0.735,0.715 0.713,0.692 0.688,0.668 0.677,0.659

[20, 7, 3] 0.780,0.757 0.766,0.746 0.752,0.734 0.745,0.729
[20, 9, 3] 0.771,0.751 0.755,0.736 0.738,0.720 0.729,0.714
[20, 13, 3] 0.811,0.794 0.812,0.795 0.812,0.794 0.812,0.794
[20, 15, 3] 0.747,0.726 0.725,0.701 0.699,0.676 0.687,0.664

Baseline J mean = 0.798, F mean = 0.791
𝐺𝑟𝑖𝑑𝑆𝑒𝑎𝑟𝑐ℎ J mean = 0.801, F mean = 0.788
VOSE-Net J mean = 0.812, F mean = 0.803

which uses first frame annotations. This verifies that the proposed

VOSE-Net is qualified for an alternative of manual parameter tuning

experience.
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Quality evaluation on arbitrary videos
To demonstrate the robustness and universality of the VOSE-Net,

we download ten videos from the Internet, including real-world, 3D
animation and 2D animation movie clips with primary objects of per-
sons, robots, animals, vehicles, etc. We use PWC-Net [44] to compute
optical flow for each video, and three different types of segmentation
methods to generate video masks [4,69,74]. [69] is a detection-based
segmentation network that generates segmentation masks along with
detection boxes, where we use the same setting as X101-2x in Table 6
(select the proposals with max confidence scores); [74] is a pixel
difference based foreground segmentation method, which computes a
dynamic threshold to distinguish foreground pixels from background
pixels; and [4] is a fully convolutional neural network which follows
the general segmentation idea of FCN [75] and integrates optical flow
information within the network.

Fig. 7 shows some segmentations with high qualities (left) and low
qualities (right) judged by the VOSE-Net. Although we cannot obtain
the exact ground-truth scores for these video frames, we can see that the
segmentations are in line with human intuitions. For more performance
of the VOSE-Net on raw videos, we provide a supplementary video for
evaluation of the above three methods on all ten videos.

6. Conclusion

In this paper, we build an automatic quality measurement algorithm
for video object segmentation masks, the VOSE-Net, to accurately esti-
mate mask qualities without access to manual labels. We construct a
VIdeo Segmentation Assessment (VISA) dataset to train the proposed
evaluator, as well as validate its high precision of quality evaluation.
Besides, we demonstrate the robustness of the VOSE-Net in three differ-
ent applications, illustrating its general applicability and universality.
We propose that this automatic quality evaluator can be applied widely
in field tests and other video segmentation related techniques, helping
to assess mask qualities and tune dynamic parameters online without
manual intervention.
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