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An Experience Information
Teaching–Learning-Based Optimization

for Global Optimization
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Abstract—Teaching–learning-based optimization (TLBO) is an
intelligent optimization algorithm with relatively fewer parame-
ters that should be determined in updating equations. For solving
complex optimization problems, the local optima often appear in
the evolution. To decrease the possibility of this phenomenon,
a novel TLBO variant (EI-TLBO) with experience informa-
tion (EI) and differential mutation is presented. In the method,
neighborhood information (the best individual NTeacher and the
mean individual NMean) of each learner’s neighbors is intro-
duced to improve the exploration capability. The EI before the
current iteration of each learner is introduced to make him or
her accurately judge the learning behavior in future. In addi-
tion, instead of duplicate elimination to maintain the diversity of
population at the end of each generation in the original TLBO,
differential mutation is introduced to maintain the diversity of
learners during the iterative learning process. The main contri-
bution of this paper is to improve the convergence speed and
accuracy by introducing neighborhood topology structure, EI,
and differential mutation. The efficiency of the proposed algo-
rithm is evaluated on 46 benchmark functions, among which
27 functions are selected from CEC2013. Its performance is com-
pared with those of six other reported EAs. The results indicate
that EI-TLBO algorithm can achieve superior performance.

Index Terms—Differential mutation, experience informa-
tion (EI), global optimization, teaching–learning-based optimiza-
tion (TLBO).

I. INTRODUCTION

FUZZY technology [1], [2], neural networks [3]–[6], sup-
port vector machines [7], etc. have been used to deal

with complex nonlinear problems, and some successful results
are derived. With the rapid development of technology
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and science, some real-world engineering problems can be
converted as global optimization problems. To solve these
problems, many nature-inspired optimization algorithms have
attracted growing research interest from many research fields
and been widely developed over the years. These population-
based optimization algorithms are mainly divided into two
classes: 1) evolutionary algorithms (EAs) and 2) swarm intel-
ligence (SI). EAs [8]–[12] have originated from the natural
evolution phenomena and principles, and SIs are inspired
from the social character and behavior [13]–[16] of living
things. These population-based optimization algorithms have
also been successfully dealt with in some kinds of real-world
optimization problems for decades.

TLBO is one of the SI algorithms whose framework is sim-
ple and the parameters that should be determined in updating
equations are relatively fewer. Because of these characteristics,
the TLBO algorithm has attracted more and more attention,
and large amounts of existing TLBO variant algorithms make
TLBO feasible and promising for complex optimization prob-
lems. However, the learners of the original TLBO algorithm
acquire knowledge from the teacher of the whole class in the
teacher phase and learn from other learners randomly chosen
from the class in the learner phase. Learners do not make
use of experience information (EI) obtained in the iterative
learning process. In addition, the diversity of learners will
be degraded with the increasing iteration of evolution. The
diversity of population is maintained by means of the dupli-
cate elimination in the original TLBO algorithm. However,
this method is not differential to restart if the number of
duplicate eliminations is large, and then it might decrease the
convergence speed of the TLBO algorithm.

At the same time, the existing knowledge provides us
valuable information on the behaviors of the individuals.

1) From the literature of social psychology [17], each
individual belongs to a certain social neighborhood,
and those individuals tend to imitate their behavior on
other individuals’ behavior from the same neighbor-
hood. It also indicates that each individual is influenced
by his/her neighbors. From the point of searching the
solution space, it helps one to find better solutions
by means of searching the neighborhoods of individu-
als. Hence, neighborhood topology technique is often
introduced into the population-based stochastic opti-
mization algorithms to ameliorate the exploration ability
of individuals.
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2) In the real world, the individuals often record their
historical experience, and these experiences can help
them in accurately judging on the behavior in future.
Inspired by this phenomenon, some researchers intro-
duced these mechanisms into the SI algorithm [18], [19],
which can improve the performance of the algorithm. In
fact, each learner is always learning based on his previ-
ous knowledge. Hence, EI so far can be introduced into
TLBO to improve the learning efficiency of learners.

3) Individuals become more similar through mutual inter-
action among themselves, as they influence and imitate
each other. From a biological point of view [20], soci-
eties with diverse individuals can perform more complex
tasks. Diversity is a significant feature of the social
complexity that results in diverse and differentiated indi-
viduals. The more diverse the society, the easier is its
dealing with complex tasks. Because of its advantage
of being unbiased to any prior given guider, differ-
ential evolution (DE) can maintain the diversity of
individuals [21]. Hence, differential mutation strategy
can be utilized to maintain the diversity of individuals
because of not being biased toward any prior defined
guider.

Motivated by these considerations, in this paper, an
improved TLBO algorithm with EI and differential mutation
(EI-TLBO) is presented to improve the global performance of
TLBO. The main contribution of this paper is shown in three
aspects.

1) The EI is introduced into TLBO to help learners judge
the learning behavior in future. In this rule, EI obtained
before the current iterative learning process, which is
the same as the inertia component in the canonical par-
ticle swarm optimization (PSO), can be considered as the
learning direction and tendency information of a learner.

2) The ring-neighborhood topology is adopted in the
EI-TLBO algorithm and the neighborhood information
of the learner is used to improve their exploration
capability.

3) Instead of duplicate elimination at the end of each iter-
ation, differential mutation, which is mainly based on
the distance and direction information, is introduced into
EI-TLBO to ameliorate the diversity of the swarm during
the whole evolution.

The remaining parts of the paper are described as follows.
In Section II, we provide a brief introduction of the orig-
inal TLBO algorithm. Some variants of TLBO are briefly
reviewed in Section III. The designing procedure of EI-TLBO
is described in Section IV. Section V presents the experiments
and testing results of different algorithms along with the sta-
tistical tests. Some conclusions and future works are given in
Section VI.

II. STANDARD TEACHING–LEARNING-BASED

OPTIMIZATION ALGORITHM

The solutions of TLBO [16] are represented by a group
of learners, and the optimization process TLBO mimics
the knowledge-disseminating method in a classroom. In this
method, all learners construct a swarm and the best learner of

the current population is considered as the teacher. All learners
perform two learning-evolution processes: 1) teacher phase
and 2) learner phase. The two major phases of standard TLBO
are formulated as follows.

A. Teacher Phase

In the original TLBO, teacher phase is used to help the
learners acquire knowledge from the current teacher and the
mean solution of the class. In this phase, the teacher dissem-
inates his or her knowledge to all learners of the class so as
to improve the average grades of the whole class. The learn-
ers acquire knowledge from the class by using the difference
between the teacher and the mean result of the current learners.

Assume that the ith learner is learner Xi, the best learner
in the current population of learners is teacher, and the mean
position of the class is expressed with mean. The updating
process of each learner can be given as follows.

The difference between teacher and mean is given by [9]

Difference_Mean = r ∗ (Teacher − TF ∗ Mean). (1)

Then, the updating equation of the ith learner Xi in teacher
phase can be given as follows [16]:

newXi = Xi + Difference_Mean (2)

where TF is a teaching factor and can be either 1 or 2 randomly
and r is a random number in the domain [0, 1].

B. Leaner Phase

In the original TLBO, the second part of the algorithm is
the learner phase. During this phase, all learners enhance their
performance by mutually interacting among themselves. The
working of this phase can be done in a class by group dis-
cussions, presentations, formal communications, etc., and the
goal is to provide a fitter communication chance for all the
learners to randomly interact with their peers.

Assume that the ith learner is Xi, and the learner interacting
with him/her is Xj, then the updating equation of the ith learner
Xi in learner phase can be described as follows [16]:

newXi =
{

Xi + r ∗ (Xi − Xj) if f (Xi) is better than f (Xj)

Xi + r ∗ (Xj − Xi) otherwise
(3)

where r is a random number taken from [0, 1], f (Xi) and f (Xj)
are the fitness values of the learners Xi and Xj, respectively.

III. BRIEF REVIEW OF TLBO

Among these population-based optimization algorithms,
owing to its characteristics like simple concept, no algorithm-
specific parameters, rapid convergence, easy implementation,
TLBO has been widely extended to many research areas and
some good performance has been achieved for various func-
tion optimizations and engineering problems. Some variants
of TLBO were proposed in recent years.

TLBO is proposed by Rao et al. [16], [22] to deal
with the optimization of mechanical design problems, and
then it is utilized to solve large-scale nonlinear optimiza-
tion problems. Rao and Patel [23] introduced elitism concept
into the TLBO algorithm to improve the global optimization
performance, and they also investigated the effect of elitism
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size on the algorithm. To deal with the optimization of pla-
nar steel frames, Amiri [24] presented a design of discrete
TLBO. Toǧan [25] used TLBO to solve the clustering prob-
lem and the clustering ability is a test on some well-known
datasets. Niknam et al. [26] presented a θ -multiobjective
TLBO algorithm to solve the dispatch problem in dynamic
economic emission where the parameter of the system is
designed by use of the phase angles. Rao and Patel [27]
presented an improved TLBO with multiteachers and adap-
tive teaching factor for heat exchangers, and they also
proposed an improved TLBO with tutorial training and
self-motivated learning [28]. Degertekin and Hayalioglu [29]
used TLBO for the optimization of four truss structures.
Satapathy et al. [30] proposed a weighted TLBO to increase
convergence rate of the algorithm. Based on the learning
characters during the teaching–learning process in the real
class, Zou et al. [31] introduced dynamic group strategy into
TLBO to improve the algorithm’s global optimization perfor-
mance. Mandal and Roy [32] introduced quasi-oppositional-
based learning into the original TLBO algorithm to improve
its global performance, and then the power-flow problem with
multiobjective is solved on the condition that the system
has some constraints. Considering the difference ability of
each learner, Camp and Farshchin [33] introduced a fitness-
based weighted mean in the teaching phase and a refined
student-updating process into TLBO to solve the geometry
space trusses design problem. In [34], an efficient TLBO
algorithm with ring-neighborhood topology information is
proposed, and the exploration abilities of individuals are
ameliorated. By making use of the statistical information,
Zou et al. [35] presented a bare bones TLBO algorithm
with the Gaussian sampling. Ghasemi et al. [36] proposed
a reliable and effective hybrid optimization algorithm based
on modified TLBO and double DE to deal with the opti-
mal reactive power dispatch (ORPD) problem. Cheng [37]
used TLBO to screen primers conformed to primer con-
straints. In [38], a novel TLBO algorithm called Gaussian
BBTLBO algorithm and its modified version MGBTLBO
is proposed for the ORPD problem. For solving flexible
job-shop scheduling, Xu et al. [39] incorporated bi-phase
crossover scheme and special local search operators into the
TLBO to balance the exploration and exploitation capabilities.
Kadambur and Kotecha [40] proposed an elitist TLBO-based
optimization strategy, which overcomes the limitations of the
mixed integer linear programming formulation.

As mentioned earlier, most methods increase the diversity of
TLBO with different strategies, and the historical information
of the learners cannot be considered, which implies that full
use of the EI of learners is not made to guide them toward the
promising areas. To improve the diversity and direction, a new
TLBO variant with EI and differential mutation is proposed
in the following section.

IV. TLBO WITH EXPERIENCE INFORMATION AND

DIFFERENTIAL MUTATION (EI-TLBO)

In this section, a detailed description of EI-TLBO will be
provided.

A. Overall Framework of EI-TLBO

In the first EI-TLBO algorithm, NP learners, which form the
class, are randomly initialized. Next, neighborhood topology
technique is designed for EI-TLBO to improve the exploration
capability of learners. Then, the updating rules of learners are
presented by use of EI obtained before the current iteration
in teacher phase and learner phase to improve the learn-
ing efficiency of learners. Moreover, differential mutation is
introduced to maintain the diversity of learners during each
iteration. The complete framework of the EI-TLBO algorithm
is given as shown in Fig. 1. The detailed operators of EI-TLBO
algorithm are described as follows.

B. Neighborhood Topology of EI-TLBO

As mentioned earlier, neighborhood information of indi-
viduals helps in finding better solutions by searching the
neighborhood areas of these individuals. Based on this
idea, by using neighborhood information, the exploration
capability of population-based algorithms can be effectively
enhanced and the individuals’ diversity of population can be
maintained [41]–[43]. Our previous work [34] indicates that
the ring-neighborhood topology information can ameliorate
the exploration ability of learners and improve the perfor-
mance of the algorithm. Hence, instead of utilizing the global
information, the ring-neighborhood topology of learners is also
used in the EI-TLBO algorithm so that the learner can fully
utilize the information of his corresponding neighbors to avoid
over-congestion around the local optima.

C. Updating Rules of Learners

In the natural world, the individuals generally record their
experience, and these experiences can help them in accurately
judging on the behavior in future. We know that each learner
is always learning based on his previous knowledge. Hence, in
our proposed EI-TLBO algorithm, EI obtained before the cur-
rent iterative learning process is introduced into the updating
formula. Because of the greedy selection during the updating
process of learners, EI obtained so far can be considered as
the learning direction and tendency information of a learner.
In fact, this component is the same as the inertia component
in the canonical PSO. Making use of EI so far might improve
the global searching ability of learners. On the other hand,
learners may also learn from other random learners and the
difference between them. This learning rule is in fact a differ-
ential mutation. Because of making full use of being unbiased
toward any prior given guider, this mutation helps in maintain-
ing the diversity of learners. The following sections describe
the updating process of learners.

1) Learning in Teacher Phase: In the proposed method,
the learners are probabilistically learning by means of the
random TLBO learning strategy or the differential mutation
learning strategy. First, a probability Pm is set for learn-
ers. Then, a random probability r is generated for each
learner. Here, the value of r is between 0 and 1. If r < Pm,
the random TLBO learning strategy is adopted by the
learner; otherwise, the differential mutation learning strategy is
adopted.
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Fig. 1. Overall framework of EI-TLBO algorithm.
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Algorithm 1 Teaching ( )
1: Begin % Teacher phase
2: for each learner Xi of the class
3: r=rand(.)
4: if r < pm
5: Donate NTeacheri and NMeani from the neighborhood of each

learner Xi;
6: TF = round(1+rand(0,1));
7: for j = 1 : D
8: Updating the learner according to Eq.4 and Eq.6
9: end for

10: else
11: for j = 1 : D
12: Updating the learner according to Eq.5 and Eq.6
13: end for
14: end if
15: Accept the new learner if it has better fitness value
16: end for
17: end

Assume that t is the iteration counter; Teacher is the current
best learner in the whole class; NTeacher is the best individual
from the learner’s neighbors; NMean is the mean position of
the learner’s neighbors. Then, if r < Pm, the changing state
of the ith learner can be described as follows:

�Xij(t + 1) = u ∗ k1 ∗ �Xij(t) + k2

∗ [
NTeacherij(t) − TF ∗ NMeanij(t)

]
+ k3 ∗ [

Teacherj(t) − Xij(t)
]

(4)

where u is the weighting factor, which affects the influence
degree of the learner; k1, k2, and k3 are random numbers
between 0 and 1; TF is randomly set to either 1 or 2.

In the above updating rules, the first component �Xij(t)
contains EI of the ith learner. This component reflects the
influence of the historical learning experience on the current
learner. In the second component, instead of learning from
the difference between Teacher and Mean of the whole class
in TLBO, the learner acquires knowledge from NTeacher and
NMean of his or her corresponding neighborhood. In addi-
tion, global learning is also added to the updating formula in
the third part to help the learners acquire knowledge from the
current teacher.

On the contrary, if r ≥ Pm, the state changing of ith learner
is shown as follows:

�Xij(t + 1) = F ∗ [
XA,j(t) − Xij(t)

]
+ (1 − F) ∗ [

XB,j(t) − XC,j(t)
]

(5)

where t is the iteration counter; A, B, C (A �= B �= C �= i)
are random numbers in the range [1, NP]; NP is the size of
the class; F is a mutation scaling factor and it affects the
proportion of the two parts in (5).

According to (2), the updating equation of the ith learner
in teacher phase of EI-TLBO is shown as follows:

newXij(t + 1) = Xij(t) + �Xij(t + 1). (6)

As mentioned earlier, the pseudocode of teacher phase in
the proposed EI-TLBO algorithm is given in Algorithm 1.

Algorithm 2 Learning ( )
1: Begin % Learner phase
2: for each learner Xi of the class
3: if r < pm
4: Donate NTeacheri from the neighborhood of each learner Xi;
5: TF = round(1+rand(0,1));
6: for j = 1 : D
7: Updating the learner according to Eq.7 and Eq.6
8: end for
9: else

10: for j = 1 : D
11: Updating the learner according to Eq.5 and Eq.6
12: end for
13: end if
14: Accept the new learner if it has better fitness value
15: end for
16: end

2) Learning in Learner Phase: Assume that t is the
iteration counter; NTeacher is the teacher of the learner’s cor-
responding neighborhood. Similar to the updating rules in
teacher phase, if r < Pm, the state of the ith learner in the
learning phase can be designed as follows:

if XE(t)is better than XF(t)

�Xij(t + 1) = u ∗ k1 ∗ �Xij(t) + k2 ∗ [
XEj(t) − XFj(t)

]
+ k3 ∗ [

NTeacherij(t) − Xij(t)
]

else

�Xij(t + 1) = u ∗ k1 ∗ � Xij(t) + k2 ∗ [
XFj(t) − XEj(t)

]
+ k3 ∗ [

NTeacherij(t) − Xij(t)
]

end (7)

where u is the weighting factor, which affects the influence
degree of the learner with EI; k1, k2, and k3 are random num-
bers from the range [0, 1]; and E and F(E �= F) are random
numbers from the range [1, NP].

In the above updating rules, the first component �Xij(t)
reflects the influence of EI playing on the current learning
of the learner. In the second component, instead of learning
from other random learners, the learner learns from the dif-
ference between two random learners. In the third component,
the learner learns from the local teacher of his corresponding
neighborhoods.

On the contrary, if r ≥ Pm, the EI is also updated according
to (5). Then, the learner can also be updated according to (6).

The pseudocode of learner phase in the proposed EI-TLBO
algorithm is given in Algorithm 2.

3) Pseudocode of EI-TLBO: The EI-TLBO algorithm has
better exploration ability. On the one hand, EI can help the
learner to make accurate judgment on the behavior in future.
On the other hand, neighborhood information helps one to
find a better solution around the neighbors of each learner. In
addition, differential mutation helps one to maintain the diver-
sity of learners during the whole learning process. Hence, the
possibility of aggregation toward local optima is decreased.
The pseudocode for the EI-TLBO algorithm can be gener-
ally described as in Algorithm 3, according to the above
analysis.
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(a) (b) (c) (d)

Fig. 2. Convergence curves with different u. (a) f1 Sphere. (b) f2 Quadric. (c) f6 Ackley. (d) f7 Rastrigin.

Algorithm 3 EI-TLBO( )
1: Begin
2: Initialize the class with NP learners with D dimensional variables
3: Evaluate all learners X
4: Determine the neighborhood of every learner
5: Denote NTeacheri and NMeani from the neighborhood of each

learner Xi;
6: while(stopping condition not met)
7: Execute Algorithm 1: Teaching ( ); % Teacher phase
8: Evaluate all learners newX;
9: Accept newXi if newXi is better than Xi for each learner Xi

10: Execute Algorithm 2: Learning ( ); % Learner phase
11: Evaluate all learners newX;
12: Accept newXi if newXi is better than Xi for each learner Xi
13: endwhile
14: end

V. EXPERIMENTS AND TESTING RESULTS

To evaluate the efficiency of EI-TLBO, 46 benchmark
functions, including ten widely used common benchmark
functions, eight rotated benchmark functions, and 28 shifted
benchmark functions from CEC2013 are used in our test-
ing experiments. Six other algorithms including jDE [44],
differential evolution algorithm with strategy adapta-
tion (SaDE) [45], fully informed particle swarm (FIPS) [46],
PSO-FDR [47], TLBO [16], and elitist teaching-learning-
based optimization (ETLBO) [23] are also tested and
evaluated in the paper to compare with EI-TLBO.

A. Parameters of Algorithms

All experiments are simulated with MATLAB software on
Windows 7 operating system. For maintaining fairness of the
comparison and reducing statistical errors, all experimental
results are obtained from 50 independent runs. The termi-
nation condition of all algorithms is the maximal function
evaluations (FEs) (150 000).

For EI-TLBO algorithm, three parameters (the weighting
factor u, the mutation scaling factor F, and the probability
Pm) need to be considered. By testing on various kinds of
functions, the weighting factor u is empirically set to be 0.3
(see Fig. 2) and the probability Pm is empirically set to be
0.9. Considering the parameter values of the DE algorithm,
the mutation scaling factor F is set to be 0.5. For ETLBO,
elite size is set to 2. The parameters of other algorithms are
the same as it is used in the corresponding reference.

TABLE I
18 BENCHMARK FUNCTIONS

B. Performance on Common Benchmark Functions

1) Common Benchmark Functions: The 18 common bench-
mark functions are shown in Table I. Among these 18 bench-
mark functions, the first five are unimodal functions, the next
five are multimodal functions, and the last eight functions are
the rotated versions of f3–f10, respectively. The range of vari-
ables and theory optima of all functions are also given in
Table I.

2) Solution Accuracy Comparisons of Different Algorithms:
The merits in terms of mean and standard deviation of the
best solutions for 30-D (D is the number of dimensions of
functions) functions on 18 common benchmark functions with
50 independent runs are displayed in Table II. In addition, the
difference of the merits with EI-TLBO and six other algo-
rithms are tested with statistics method, pairwise t-tests with
a significance level α = 0.05 is used in the paper. “+” marks
in Table II indicate that EI-TLBO statistically outperforms the
compared algorithm, “−” marks indicate that EI-TLBO is sta-
tistically outperformed by the compared algorithm, and “=”
marks indicate that there is no significant difference between
EI-TLBO and the compared algorithms in the statistical sense.
All marks are labeled after the results of the compared algo-
rithms and the statistical results of pairwise t-tests are also
given in the bottom row of Table II. The best values among
all algorithms are shown in bold.

The comparisons in Table II show that EI-TLBO has shown
the highest accuracy performance on 8 out of 18 functions
(f1–f5, f11, f12, f15). In particular, for unimodal problems, the
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TABLE II
RESULT FOR COMMON BENCHMARK FUNCTIONS

performance of EI-TLBO outperforms all other algorithms. In
addition, EI-TLBO also finds the global optimum for complex
multimodal functions f1, f9, f11, f16, and f17. jDE outperforms
EI-TLBO on f10 and f13, SaDE outperforms EI-TLBO on

f10 and f18, the merits of jDE are worse than those of EI-TLBO
on all other 13 functions except f7, f9, f10, f13, and f17. The per-
formances of SaDE are worse than those of EI-TLBO on all
other 11 functions except f7–f10, f14, f17, and f18. Moreover,
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Fig. 3. Movements of average best solutions of different algorithms for some typical functions. (a) f4 Zakharov. (b) f5 Rosenbrock. (c) f6 Ackley. (d) f11 Rotated
sum square. (e) f12 Rotated Zakharov. (f) f18 Rotated Schwefel.

TABLE III
TABLE V COMPARISONS OF THE MEAN NUMBER OF FES AND SUCCESSFUL RATIOS WITH ACCEPTABLE SOLUTIONS FOR 18 BENCHMARK FUNCTIONS

EI-TLBO outperforms FIPS and fitness-distance ratio based
particle swarm optimization (FDR-PSO) on almost all func-
tions except f10 and f18. EI-TLBO outperforms TLBO on
12 out of 18 functions, and outperforms ETLBO on 12 out

of 18 functions, although EI-TLBO and TLBO perform well
on f 6, f 8, f 9, f 14, and f 16, and EI-TLBO and ETLBO perform
well on f 6, f 8, f 9, f 14, f 16, and f 17. It can be concluded that
EI-TLBO has shown the most competitive overall performance
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TABLE IV
RESULT FOR SHIFTED BENCHMARK FUNCTIONS
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TABLE V
TABLE V COMPARISONS OF THE MEAN NUMBER OF FES AND SUCCESSFUL RATIOS WITH ACCEPTABLE SOLUTIONS FOR CEC2013 TEST SUITE

on this test suite. On the one hand, EI-TLBO has maintained
the merit of fast convergence feature of TLBO, which can be
demonstrated by its performance on functions f 1–f 5; on the
other hand, its performance on complex rotated functions has
been enhanced, which can be demonstrated by its performance
on f 10–f 13 and f 15. The global performance is improved by
the given method.

3) Comparisons on Convergence Speed and Success Ratios:
The mean FEs that the algorithm reaches the acceptable

accuracy would be more commonly used for testing the con-
vergence speed of the algorithms than the running time.
In addition, successful ratio (reaching acceptable accura-
cies) is also an important evaluated index of the algorithm.
In our experiments, acceptable accuracies have been given in
Table I. The mean FEs and successful ratios that various algo-
rithms reach the prior given acceptable accuracies are shown
in Table III. Fig. 3 presents the convergence curves of typical
functions.
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Fig. 4. Overview of mean FEs and successful ratios that various algorithms reach prior given acceptable accuracies. Results are normalized in the range [0,
1], 0 means the best algorithm and 1 means the worst algorithm. (a) Comparison on the MFEs needed. (b) Comparison on SR obtained.

The comparisons in Table III show that EI-TLBO spends
the smallest FEs when reaching acceptable accuracies on
17 of 18 test functions except function f 18. Table III and
Fig. 3 display that EI-TLBO generally obtains a much higher
convergence speed and successful ratio. The mark “–” in
Table III means that the algorithm cannot converge to the
acceptable solution in 50 runs.

C. Testing Experiments for Shifted Benchmark Functions

To further evaluate the improved performance of EI-TLBO
algorithm, the 28 shifted functions are taken from the
CEC2013 test suite [41]. In this paper, they are marked with
f 19–f 46. The range of variables and the theory optima are same
as used in [48]. The acceptable solutions are 0.01, 5e7, 5e8,
4e4, 0.01, 50, 150, 50, 50, 50, 150, 300, 400, 2000, 1e4, 5,
300, 300, 50, 50, 1e3, 1e4, 1e4, 400, 400, 400, 1800, and
500 for 28 functions, respectively.

In our experiments, the convergence accuracies obtained
from various algorithms are compared. Here, if the ideal global
optima is x and the best global optima obtained by the algo-
rithm is y, then the convergence accuracy of the algorithm can
be described as |y−x|. The mean value, standard deviation, and
the rank of the convergence accuracy are shown in Table IV
for all 28 shifted functions. The best solutions among all algo-
rithms are marked in bold. In addition, pairwise t-tests with
significance level α = 0.05 are also evaluated and the statisti-
cal results of pairwise t-tests are also given in the last row of
Table IV.

Similar to the results shown in Table IV, among the 28 func-
tions, the proposed EI-TLBO obtained the best results on
seven of them (f 20, f 21, f 24, f 27, f 28, f 38, and f 39). In com-
parison, jDE outperforms all other algorithms on ten of them
(f 22, f 30, f 31, f 32, f 35, f 36, f 37, f 39, and f 40); SaDE outper-
forms all other algorithms on eight of them (f 23, f 25, f 29,
f 34, f 42, f 44, f 45, and f 46). FIPS obtained the best results on
f 43, and FDR-PSO outperforms all other algorithms on f 33
and f 41. It can be concluded that the proposed EI-TLBO has
still shown the most competitive performance in comparison
with the TLBO variants, although it is outperformed by jDE
and SaDE.

Furthermore, the comparisons of the mean FEs and suc-
cessful ratios that various algorithms reach the prior given
acceptable accuracies are shown in Table V and Fig. 4. The
comparisons in Table V and Fig. 4 show that the convergence
speed of EI-TLBO is high and its mean FEs are also small
with the acceptable solutions.

VI. CONCLUSION

In this paper, we have presented an EI-TLBO, which uses
EI and differential mutation to improve the exploration capa-
bility of learners and maintain the diversity of learners. The
46 benchmark functions are used to evaluate the performance
of the given algorithm, and some reported typical algorithms
are also simulated to compare with EI-TLBO. From the results
of the first 18 of 48 chosen test problems, it has been shown
that the EI-TLBO algorithm has the highest accuracy per-
formance on 9 out of 18 benchmark functions and the best
overall performance on 18 benchmark functions. For 28 shifted
benchmark functions in CEC2013, EI-TLBO does not have
the best performance when compared with DE and SaDE, but
it is challenging and promising when compared with other
algorithms. The analysis and experiments also show that the
EI-TLBO algorithm has significantly improved the search abil-
ity of the original TLBO and is effective and promising for
global optimization problems.

Further works could consider extending adaptive weighting
factor u to the iterative process, thus making the algorithm
more efficient. This could improve the efficiency by making
full use of EI. Moreover, how to improve the performance of
the proposed algorithm for shifted functions optimization is
an important work in the next phase. Extending EI-TLBO to
solve real-world problems is also a significant work in future.
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