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Abstract— In this paper the problem of planar curved path
following using fixed-wing unmanned aerial vehicles (UAVs) is
studied. UAV input constraints and constant wind disturbance
are considered. A combined vector field is proposed by trading
off a conservative vector field and a solenoidal vector field.
Accordingly a saturated course rate controller is designed, and
its stability is discussed through the Lyapunov stability theory.
Simulation examples show us the effectiveness of the approach.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have now been suc-
cessfully applied in both military and civilian areas, such as
search and rescue, fire detection, traffic monitoring, filmmak-
ing, reconnaissance, surveillance, convoy protection, target
tracking and so on [1]. The largest difference between a UAV
and a manned aerial vehicle is that a UAV must rely on its
own autonomy capability to accomplish varieties of missions,
which often requires the UAV to generate mission paths and
then to accurately follow them [2], [3], [4]. The latter aspect
requires good path following capability of the UAVs.

During the past few years, to address the path following
problem, guidance vector field approach has been paid much
attention due to its great convenience. That is, it provides
desired flight path angles and further feasible reference paths
for the UAV to track. As a particular case, the circular path
following, also referring to as standoff target tracking [5],
in which the UAV is steered to maintain a certain loitering
circle with respect to a certain center (usually the target
position), is widely considered. Vector field method was
first proposed by Lawrence and Frew et al. to achieve the
standoff tracking [5], [6]. By tracking the globally convergent
Lyapunov guidance vector field, heading rate is commanded
to follow the circular path moving with the target [5]. And
by further considering the heading error with respect to the
vector field, a more accurate feedforward term is exploited
to obtain more accurate circular path following in [7], [8].
Recently Zhu et al. gave the rigorous proof of the global
convergence of the vector field based circular path following
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[9]. By combining Lyapunov guidance vector field with
a tangent vector field, Chen et al. further considered this
problem temporally to get a theoretically shortest path [10].
Other innovative aspects for the circular path following can
be found in some recent works [11], [12], [13], [14].

The circular path is one kind of curved paths, the path
following of which was studied by Nelson and Griffiths et
al. in Refs. [2], [15], where they put forward the tangent
vector fields. Based on them, sliding mode controllers were
designed for the course to achieve the curved path following
given constant wind disturbances. However the slide mode
controller is known to suffer the chattering problem due
to the controller’s inherent discontinuity [16]. Moreover the
input constraints of UAVs [17], [18], e.g., saturated course
rate, should be explicitly considered.

Motivated by the above discussions, by explicitly taking
UAV input constraints into account, this paper aims to design
a saturated controller for the planar curved path following
problem based on a newly proposed combined vector field.
The remainder of this paper is organized as follows. Section
II formulates the planar curved path following problem. The
combined vector field approach is elaborated in Section III,
along with the detailed discussion of the controller stability.
In Section IV simulation examples are presented to assess
the proposed approach. Finally we give a short conclusion
in the last section.

II. PROBLEM FORMULATION

Fixed-wing UAVs equipped with low-level flight con-
trollers, which can provide course- and altitude-hold func-
tions, are assumed to be used for the path following mission.
The altitude is held constant through zero climb rate. The
airspeed is assumed to be constant from the fuel efficiency
and mission duration points of view. Steady background
wind disturbance is assumed to be present during the path
following mission.

The kinematics of the UAV in inertial XY frame in the
presence of wind can be modeled as the following Dubins
equations

ẋ = Va cosψ + Wx (1)
ẏ = Va sinψ + Wy (2)
ψ̇ = u0 (3)

where p = (x, y)T is the inertial position of the UAV, v =

(ẋ, ẏ)T denotes the inertial horizontal velocity, ψ ∈ (−π, π]
is the UAV heading, Va is the constant airspeed, and W =

(Wx,Wy)T is the wind velocity. As usual the wind speed W
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is assumed to be less than the airspeed Va. u0 represents the
commanded heading rate, satisfying the constraint

|u0| ≤ ψ̇max (4)

Note that the magnitude of v is the groundspeed, which is
denoted as Vg.

Introducing the course χ, (1)-(3) can be equivalently
expressed as

ẋ = Vg cos χ (5)
ẏ = Vg sin χ (6)
χ̇ = u1 (7)

where u1 is the course rate input. The relation between
heading rate and course rate is given by

u1 = L(ψ)u0 (8)

where

L(ψ) =
V2

a + Va

(
Wx cosψ + Wy sinψ

)

V2
a + W2

x + W2
y + 2Va

(
Wx cosψ + Wy sinψ

) (9)

It can be easily seen that L(ψ) ∈ (1/2, 1). From (8) we can see
that there also exists a constraint on the course rate, which
is assumed to be

|u1| ≤ χ̇max (10)

As an example, χ̇max can be set as ψ̇max/2.
Denote the path to be followed as C2, and it is assumed to

be an arbitrary smooth curve or a piecewise smooth curve.
It can be modeled as f (x, y) = 0. To measure the closeness
of the current UAV position p to the desired path, we define
a directional distance between them as r = f (p) = f (x, y).
Large |r| implies large distance between them, and r = 0
means that p locates right on the desired path.

The planar curved path following problem can now be
summarized as: To design input commands u1 for the fixed-
wing UAV whose kinematics model is given in (5)-(7) such
that 1) the input constraints (10) holds, and 2) if possible,
make the UAV fly along the desired path, and if not, make
the distance r as small as we can.

III. COMBINED VECTOR FIELD APPROACH

A. Conservative Vector Field and Solenoidal Vector Field

It is known from the Helmholtz theorem that an arbi-
trary vector field can be decomposed into two parts, i.e.,
conservative part and solenoidal part. Conservative part is
irrotational which can usually be given as the gradient of
a scalar function, while solenoidal part is a rotational one
which can be expressed as the curl of a vector function.

Consider a scalar potential fc =
√

f 2(x, y) + 1. Its gradient
determines a conservative vector field. Normalizing this
gradient, we can get a conservative vector field as

vc =
1√

f 2
x + f 2

y


fx

fy

 (11)

where fx and fy are partial derivatives of f with respect
to x and y respectively. We can see that (11) is actually
independent of the potential fc.

Tangential vector field of curve C2 can be chosen as its
solenoidal vector field. Specifically, a normalized solenoidal
vector field for C2 is given by

vs =
1√

f 2
x + f 2

y


fy
− fx

 (12)

It can be seen that the two vector fields (11) and (12)
are perpendicular to each other at each point of the 2D
space, since we have vc · vs = 0. Actually vs aligns with
the tangential direction of a point on the curve C2, while vc

is the normal direction at the same point.

B. Vector Field Combination

When we have the conservative vector field (11) and
the solenoidal vector field (12), according to Helmholtz
decomposition, if we can generate a combined vector field
such that for each point p in this field, when it locates very
far away from the desired curve C2, its vector aligns with the
conservative vector field (11) to travel directly to the desired
path, and when p is on the curve C2, its vector aligns with
the solenoidal vector field (12), i.e., along the desired path,
then the curved path following can be achieved.

We combine these two vector fields as the following form

vd = (ẋd, ẏd)T = − tanh (κ r) vc + s sech(κ r) vs

=
1√

f 2
x + f 2

y


− fx tanh (κ f (x, y)) + s fysech(κ f (x, y))

− fy tanh (κ f (x, y)) − s fxsech(κ f (x, y))

 (13)

where κ is a positive scaling factor, and s = ± determines the
direction of the vector field. For example, if C2 is a circle,
then choosing “+” gives a clockwise vector field, while
choosing “−” generates a counter-clockwise vector field.
Noticing that tanh2 (x) + sech2(x) = 1, it can be easily seen
that this vector field is normalized. Furthermore it can be
verified that the above requirements are satisfied. Examples
of the above vector fields are illustrated in Fig. 1.

We state that any desired path determined by vector
field (13) initiating from an arbitrary location in the space
asymptotically converges to the corresponding curve C2. In
fact, consider a Lyapunov function candidate V1 = r2/2, and
evaluating its time derivative along this vector field yields

V̇1 = rṙ = − f tanh (κ f )
√

f 2
x + f 2

y (14)

It can be easily seen that V̇1 ≤ 0 satisfies for all f . Then
the Lyapunov’s direct method can be invoked to give us that
r → 0, which implies the satisfaction of the above statement.

C. Controller Design

The desired course determined by the combined vector
field (13) can be computed as

χd = arctan2 (ẏd, ẋd) (15)
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Fig. 1. Vector fields for the sine curve y = 2 sin (1.4x)−1: (a) Conservative
vector field; (b) Solenoidal vector field; (c) Combined vector field.

Its time derivative is given by

χ̇d = VgA1 cos χ + VgA2 sin χ (16)

where

A1 = −κ fx sech(κ f ) − ( fxx fy − fx fxy)
/√

f 2
x + f 2

y (17)

A2 = −κ fy sech(κ f ) + ( fyy fx − fy fxy)
/√

f 2
x + f 2

y (18)

Denote the course error between the UAV and the com-
bined vector field (13) as χe =< χ − χd > ∈ (−π, π]. Note
that this error has been considered by (16). Considering the
input constraint, we design a saturated course rate controller
for the path following problem of the curve path C2 as

u1 = χ̇max sat
(−kχ χe + χ̇d

χ̇max

)
(19)

where kχ is a positive feedback gain, and

sat(x) =


x, if |x| ≤ 1

sgn(x), otherwise
(20)

is the saturation function.

D. Stability Analysis

The main result of the controller stability is given in the
following theorem.

Theorem 1: Considering the UAV kinematics system (5)-
(7) and the saturated course rate controller given in (19),
under the condition

|A1| + |A2| ≤ 7χ̇max

10Vg
(21)

the UAV trajectory asymptotically converges to the curve C2.
That is, as the time t → ∞, both the directional distance r
and the course error between UAV and the desired curve
converge to zero.

Before giving its proof, we present three useful lemmas as
below. It needs to be noted that all the proofs given below
are based on the sign choice s = + for (13), and the proofs
corresponding to the other sign choice are very similar.

Lemma 1: Given (21), there exists a positive constant k1
for the desired course rate (16) such that

χ̇d ≥ −χ̇max + k1 sin χe, if χe ∈ (0, π]

χ̇d ≤ χ̇max + k1 sin χe, if χe ∈ (−π, 0]
(22)

Proof: The conclusion can be drawn from three cases.
CASE 1. χe ∈ (0, π)
In this case, we have sinχe ∈ (0, 1). Consider the function

F (χe) =
1

sin χe
(χ̇d + χ̇max)

= Vg (A1 cos χd +A2 sin χd) cot χe + χ̇max csc χe

+ Vg (−A1 sin χd +A2 cos χd) (23)

Differentiating this function with respect to χe yields

dF (χe)
dχe

=
−Vg (A1 cos χd +A2 sin χd) − χ̇max cos χe

sin2 χe
(24)

Letting the derivative be zero, we have

cos χe0 = −Vg (A1 cos χd +A2 sin χd)
χ̇max

(25)

From (21) and (25), we have

| cos χe0| ≤
Vg (|A1| + |A2|)

χ̇max
≤ 7

10
(26)

sin χe0 =

√
1 − cos2 χe0 ≥

√
51/10 (27)

Computing the second derivative of F (χe) and substituting
(25) and (27) into it, we obtain

d2F (χe)
dχ2

e

∣∣∣χe=χe0 =
χ̇max

sin χe0
> 0 (28)

from which we can see that (25) and (27) determine a lower
bound for F (χe). This lower bound is

Fmin (χe) = Vg (−A1 sin χd +A2 cos χd) + χ̇max sin χe0

≥ Vg (−|A1| − |A2|) + χ̇max sin χe0

≥
√

51 − 7
10

χ̇max > 0 (29)

By letting 0 < k1 <
√

51−7
10 χ̇max, we get that F (χe) ≥ k1 and

further χ̇d ≥ −χ̇max + k1 sin χe.
CASE 2. χe ∈ (−π, 0)
In this case, we have sin χe ∈ (−1, 0). By considering

another function

F (χe) =
1

sin χe
(χ̇d − χ̇max) (30)

the conclusion χ̇d ≤ χ̇max + k1 sin χe can be drawn similarly
as before by taking the same k1.

CASE 3. χe = 0 or π
In this case, it can be easily seen that (22) holds by

choosing an arbitrary positive k1 by noticing sin χe = 0. y
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It needs to be noted that (21) is a conservative condition
for (22), which implies that the path following might still
be achieved even A1 and A2 violate this condition. This
lemma shows us that under condition (21), the maximum
desired course rate of the combined vector field (13) is less
than the course rate constraint χ̇max regardless of the course
error χe. This guarantees the feasibility of this vector field
under the input constraint.

Condition (21) can be used to choose an appropriate pa-
rameter κ for the path following. As an illustrative example,
consider a straight line given by f (x, y) = ax + by + c = 0.
In this situation, A1 = −aκsech(κ f ) and A2 = −bκsech(κ f ).
Then making use of (21), κ can be chosen to satisfy κ ≤
7χ̇max

/ (
10Vg(|a| + |b|)

)
.

Lemma 2: Given controller (19) and condition (21), there
exists a positive constant k2 such that

χ̇e ≤ −k2 sin χe, if χe ∈ (0, π]

χ̇e ≥ −k2 sin χe, if χe ∈ (−π, 0]
(31)

Proof: From (19) we have

χ̇e = χ̇ − χ̇d =



−kχχe, if
∣∣∣−kχχe + χ̇d

∣∣∣ ≤ χ̇max

χ̇max − χ̇d, if − kχχe + χ̇d > χ̇max

−χ̇max − χ̇d, if − kχχe + χ̇d < −χ̇max

(32)

Let us discuss this from two cases.
CASE 1. χe ∈ (0, π]
In this case, sin χe ≥ 0. If

∣∣∣−kχχe + χ̇d

∣∣∣ ≤ χ̇max, then we
have χ̇e = −kχχe ≤ −k2 sin χe by choosing a k2 such that
0 < k2 ≤ kχ. If −kχχe + χ̇d > χ̇max, then χ̇e = χ̇max − χ̇d <
−kχχe. The same k2 can be chosen to make χ̇e ≤ −k2 sin χe.
Finally if −kχχe + χ̇d < −χ̇max, we can see from Lemma
1 that χ̇e = −χ̇max − χ̇d ≤ −k1 sin χe. Then a k2 satisfying
0 < k2 ≤ k1 can be chosen to make χ̇e ≤ −k2 sin χe. In
conclusion we obtain that there exists a positive constant k2
subject to k2 ≤ min{kχ, k1} that can ensure χ̇e ≤ −k2 sin χe.

CASE 2. χe ∈ (−π, 0]
In this case, following similar analysis as in the first case,

we conclude that the same positive constant 0 < k2 ≤
min{kχ, k1} can be chosen to make that χ̇e ≥ −k2 sin χe. y

We can see from (31) that χeχ̇e ≤ −k2χe sin χe ≤ 0. This
implies that regardless of the original value, the absolute
value of χe decreases with time under controller (19). This
further means that UAV course will gradually reach the
desired course determined by the guidance vector field.

Lemma 3: Assume that
√

f 2
x + f 2

y ≤ M with M > 0.
Given controller (19) and condition (21), the directional
distance r is bounded, i.e., there exists a positive constant
K such that |r| ≤ K.

Proof: It can be seen from Lemma 2 that χ̇e/ sin χe ≤ −k2.
Denoting the initial course error as χe0, and noticing that

χ̇e

sin χe
=

d
[
log

∣∣∣∣tan
(
χe
2

)∣∣∣∣
]

dt
(33)

we obtain∣∣∣∣∣tan
(
χe

2

)∣∣∣∣∣ ≤
∣∣∣∣∣tan

(
χe0

2

)∣∣∣∣∣ e−k2t (34)

Evaluating the time derivative of r, we get

ṙ = fx ẋ + fyẏ = Vg

√
f 2
x + f 2

y sin (χe + χr) (35)

where χp = arctan2(− fx, fy), and χr = χd − χp. It needs
to be noted that χp is the tangential direction of the curve
corresponding to the current UAV location. Simplification of
cos (χd − χp) yields that cos χr = sech(κ f ) ≥ 0, from which
we see that χr ∈ (−π/2, π/2). Similarly we have sinχr =

−tanh(κ f ), from which we further find that χr ∈ (−π/2, 0]
when r ≥ 0 and χr ∈ [0, π/2) when r ≤ 0. In the following
we only consider the case when r ≥ 0. The situation of the
opposite case is similar to this.

When χe ∈ (0, π], according to Lemma 2, we have χ̇e ≤
−k2 sin χe ≤ 0, which indicates that 0 ≤ χe ≤ χe0 ≤ π.
This further leads to −π/2 ≤ χe + χr ≤ χe0 + χr ≤ π. If
−π/2 ≤ χe0 +χr ≤ 0, then we find that ṙ ≤ 0 from (35). This
results in r ≤ r0. If 0 < χe0 + χr ≤ π, then ṙ ≥ 0, which
implies that r will increase. Since the course error χe and χr

as well are decreasing, the increasing of r stops when χe +χr

becomes zero, i.e., when χe = −χr > 0. According to (34),
an upper bound of the time period for χe changing from χe0
to −χr0 can be given by

t1 = log

∣∣∣∣∣∣∣∣
tan

(
χe0
2

)

tan
(−χr0

2

)
∣∣∣∣∣∣∣∣

(36)

Instead of the unknown eventual χr, we use the conservative
initial counterpart χr0. Then an upper bound for r can be
computed as r ≤ r1 = r0 + M(Va + W)t1. Here ṙ ≤ VgM ≤
(Va + W)M is used.

When χe ∈ (−π, 0], (31) gives us that χ̇e ≥ −k2 sin χe ≥
0. This further gives −π ≤ χe0 ≤ χe ≤ 0. Recalling that
χr ∈ (−π/2, 0], we have −3π/2 ≤ χe0 + χr ≤ χe + χr ≤ 0. If
−π ≤ χe0 + χr ≤ 0, then from (35) we can see that ṙ ≤ 0,
which means r ≤ r0. If −3π/2 ≤ χe0 + χr ≤ −π, then ṙ ≥ 0.
Similarly r increases until χe+χr = −π, i.e., χe = −π−χr < 0.
The time period of r’s increasing is not more than

t2 = log

∣∣∣∣∣∣∣∣
tan

(
χe0
2

)

tan
(−π−χr0

2

)
∣∣∣∣∣∣∣∣

(37)

In this case the upper bound for r is r2 = r0 + M(Va + W)t2.
It can be seen from the above discussion that 0 ≤ r ≤

K1 = max{r1, r2}. Following similar analysis for the case
when r ≤ 0, we find that there exists a positive constant
such that |r| ≤ K2. Then the positive constant K which is
used to bound r can be chosen as K = max{K1,K2}. y

Now the proof of Theorem 1 can be given as follows.
Proof of Theorem 1: Let us consider the Lyapunov func-

tion candidate

V2 =
1
2

r2 +
λ

2
χ2

e (38)
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where λ > 0 is an adjustable scaling factor. Its time derivative
is given by

V̇2 = rṙ + λχeχ̇e ≤ f Vg

√
f 2
x + f 2

y sin (χe + χr) − λk2χe sin χe

(39)

When χe = π, it can be seen from (32) that χ̇e , 0, which
implies that χe will fall into (−π, π). Thus we just consider
the situation of χe ∈ (−π, π) as below.

CASE 1. |χe| ∈ (π/2, π)
In this case we can see that χe sin χe ≥ π/2 | sin χe0|. Thus

if we take λ ≥ 2KM(Va + W)/ (πk2 | sin χe0|), then we have

V̇2 ≤ KM(Va + W) − πλk2

2
| sin χe0| ≤ 0 (40)

CASE 2. χe ∈ [−π/2, π/2]
In this case it can be easily found that χe sin χe ≥ sin2 χe ≥

sin2 (χe/2) ≥ 0. This yields

V̇2 ≤ f Vg

√
f 2
x + f 2

y
[
sin χe cos χr + cos χe sin χr

] − λk2 sin2
(
χe

2

)

= f Vg

√
f 2
x + f 2

y

[
2 sin

(
χe

2

)
cos

(
χe

2

)
cos χr

+

(
1 − 2 sin2

(
χe

2

))
sin χr

]
− λk2 sin2

(
χe

2

)

= f Vg

√
f 2
x + f 2

y sin χr + 2 f Vg

√
f 2
x + f 2

y sin
(
χe

2

)
cos

(
χr +

χe

2

)

−λk2 sin2
(
χe

2

)

≤ −Vg| f |
√

f 2
x + f 2

y tanh (κ| f |) + 2Vg| f |
√

f 2
x + f 2

y

∣∣∣∣∣sin
(
χe

2

)∣∣∣∣∣

−λk2

∣∣∣∣∣sin
(
χe

2

)∣∣∣∣∣
2

≤ −
√

f 2
x + f 2

y

Vgρ | f |2 − 2Vg| f |
∣∣∣∣∣sin

(
χe

2

)∣∣∣∣∣ +
λk2√
f 2
x + f 2

y

∣∣∣∣∣sin
(
χe

2

)∣∣∣∣∣
2


≤ −
√

f 2
x + f 2

y

[
(Va −W)ρ | f |2 − 2(Va + W)| f |

∣∣∣∣∣sin
(
χe

2

)∣∣∣∣∣

+
λk2√
f 2
x + f 2

y

∣∣∣∣∣sin
(
χe

2

)∣∣∣∣∣
2
 (41)

Here the fact that when 0 ≤ x ≤ K and 0 < ρ ≤
κ sech2(κK)/2, the following expression satisfies

x tanh (κx) ≥ ρx2 (42)

is used. The proof of this fact is given in the Appendix.
It can be seen from (41) that, if we take λ ≥ M(Va +

W)2/ (ρk2(Va −W)), then we have

V̇2 ≤ −
√

f 2
x + f 2

y


√

(Va −W)ρ | f | −
√
λk2(

f 2
x + f 2

y

)1/4

∣∣∣∣∣sin
(
χe

2

)∣∣∣∣∣



2

≤ 0

(43)

For the Lyapunov function candidate V2 given by (38),
since V̇2 ≤ 0 is guaranteed by (40) and (43), we conclude
that r → 0 and χe → 0 as t → +∞. χe → 0 means χ → χd,
which further leads to χ→ χp by combining the conclusion
χd → χp. In fact we know from (14) that f decays to zero

under the combined vector field (13). And f → 0 further
indicates that

vd =
1√

f 2
x + f 2

y


fy
− fx

 (44)

This yields χd → χp. This ends the proof of the theorem. y

IV. SIMULATION EXAMPLES

In this section simulation examples are given to verify
the proposed path following approach. The sampling period
of the controller is set to be 0.5 s. The constant airspeed
for the UAV is Va = 20 m/s. The constant wind velocity is
assumed to be W = [6,8] m/s, which means that the wind
speed accounts for 50 percent of the constant airspeed of the
UAV. Course rate constraint is χ̇max = 0.5 rad/s. The feedback
gain kχ is chosen to be 1.

Assume that the UAV initially locates at (x0, y0). Then the
initial directional distance between the UAV and the desired
path can be computed by r0 = f (x0, y0). We consider the
vector field parameter with the form κ = κ0/|r0| to make κs
dimensionless. Here κ0 is set to be a positive constant, and
is an alternative design parameter for κ. Moreover treating
the initial distance |r0| as 1, we can calculate the relative
distances at all discrete time instants.

Firstly a straight line path y = 1.2x−120 is considered. We
compare the path following results when κ0 is taken to be
four different constants, i.e., κ0 = 0.03, 0.3, 3 and 10 (Fig. 2).
From the comparison we can see that if κ0 is too small,
then the weighted conservative component of the combined
vector field is not significant enough for rapid approach to
the desired path. This results in very slow path following
convergence. On the other hand if large κ0 is chosen, several
input saturations may happen in the beginning, which leads
to trajectory oscillations around the desired path. And if
κ0 is too large, the desired course rate determined by the
guidance vector field (15) may exceed the maximum course
rate constraint of the UAV in a long time. This further results
in extremely slow path following convergence with numbers
of repeated trajectory oscillations. From the evaluation of
the relative distances shown in Fig. 2(a), we can see that
for different κ0’s which are smaller than a certain value, the
larger κ0 is, the smaller the relative distance at the same time
instant is (i.e., the closer the UAV to the desired path is), and
in addition the faster the path following convergence is.

We then consider the path following of a class of 2D
sine curves y = 500 sin((x − 800)/p) + 300, where p is
a designing parameter. Path following of two sine curves
with p = 100 and p = 170 respectively is compared in
this simulation. To obtain small following errors, and also
to see the initial oscillations clearly, we intentionally choose
a large vector field parameter. Specifically, we let κ0 = 30.
The results are given in Figs. 3-4. Figure 3 gives the relative
distance comparison. It can be seen from Fig. 3 that unlike
the case with large p, there exists some obvious spikes for
the case with p = 100. These spikes indicates large path
following errors, and their emergence coincides with the
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Fig. 2. Path following of a straight line: (a) Relative distance from UAV
to the straight line versus time; (b) Commanded course rate versus time.
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Fig. 3. Relative distance from UAV to the sine curve versus time: (a)
p = 100; (b) p = 170.
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Fig. 4. Commanded course rate comparison: (a) p = 100; (b) p = 170.

input saturations (See Fig. 3(a) and Fig. 4(a)). When p = 170,
since no input saturation is involved after 60 s (Fig. 4(b)), no
obvious distance spikes can be observed in Fig. 3(b), which
implies better path following performance than the case when
p = 100.

V. CONCLUSIONS
In this paper we have investigated the planar curved

path following problem through the vector field approach.
A combined vector field which combines a conservative
vector field and a solenoidal vector field is proposed, based
on which a saturated course rate controller is designed.
The Lyapunov stability discussion is given in detail, which
demonstrates the convergence of the vector field based con-
troller under a path condition. Two simulation examples show
us the effectiveness of the combined vector field based path
following approach.

APPENDIX
A. Proof of (42)

Denote f (x) = x tanh (κx) ≥ 0 and g(x) = ρx2 ≥ 0. Then
we can get that
d f (x)

dx
= tanh (κx) + κx sech2 (κx) ≥ κx sech2 (κx)

≥ κx sech2 (κK) ≥ 2ρx =
dg(x)

dx
(45)

In combination with the fact f (0) = g(0) = 0, we can see
that (42) holds when 0 ≤ x ≤ K and 0 < ρ ≤ κ sech2 (κK) /2.
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