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#### Abstract

The issue of finite-time state estimation is studied for discrete-time Markovian bidirectional associative memory neural networks. The asymmetrical system mode-dependent (SMD) time-varying delays (TVDs) are considered, which means that the interval of TVDs is SMD. Because the sensors are inevitably influenced by the measurement environments and indirectly influenced by the system mode, a Markov chain, whose transition probability matrix is SMD, is used to describe the inconstant measurement. A nonfragile estimator is designed to improve the robustness of the estimator. The stochastically finite-time bounded stability is guaranteed under certain conditions. Finally, an example is used to clarify the effectiveness of the state estimation.


Index Terms-Finite-time bounded, Markovian bidirectional associative memory neural networks (BAM NNs), state estimation, time-varying delays (TVDs).

## I. Introduction

NEURAL networks (NNs) have a large number of successful applications in various fields [1]-[4], and the research of bidirectional associative memory (BAM) NNs, which was first proposed and researched by Kosko [5], is an important branch. The BAM NNs have important application prospects in automatic control, multifault diagnosis, combination optimization, signal and image processing, and so on [6].
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In practice, the structure and parameters of system are not always constant as time goes on, which can be described by the Markovian jump model, and many results about it have been proposed [7]-[12]. In addition, with the widespread application of digital computing units, the study of discretetime Markovian BAM NNs is particularly important. The time delay is inevitable and usually asymmetrical in the information transmission course between two layers of BAM NNs, which may cause instability. The time delay that occurs in BAM NNs can be classified as constant time delay, time-varying delays (TVDs), distributed delays, and mixed time delays [13]. The stability analysis of BAM NNs with time delays is of great significance, which has been studied and explored by many researchers. Sowmiya et al. [14] studied the mean-square asymptotic stability of the impulsive Markovian jumping BAM NNs with distributed TVDs. In [15], the discrete-time BAM NNs with TVDs were explored, and sufficient conditions were obtained to ensure that the augmented system is finitetime bounded. The global robust exponential dissipativity of BAM NNs with mixed time delays was analyzed in [16]. What we have to point out is that the transmission delay always depends on the system operation conditions [17]-[19]. Specially, mode-dependent time delays that are easier to match the actual circumstance were first studied for discrete-time Markovian jump system in [19]. Unfortunately, two decades after Boukas and Liu's work [19], the mode-dependent delays for the discrete-time Markovian jump system have not been fully considered and investigated yet. In practice, for discretetime Markovian BAM NNs, the delays change in different time intervals for different system modes and different layers, how to model and analyze the delays motivates our further study.

Networked control systems are widely used in the actual systems, where the subsystems are distributed in different places and connected by unreliable networks [20], [21]. In networked control systems, the information measured by the sensors is transmitted to the remote controller or estimator, and the control signals are transmitted back to the systems [22], [23]. The sensors need to locate in the harsh environment to obtain some special measurements [24], where the sensors always meet some challenges, such as scope, energy consumption, and sudden change in temperature. Thus, the derived measurements may be unreliable, and some related works have been derived. In [25], multistep sensor delays and missing
measurements were considered, which were caused by noisy environment and unreliable communication. Yan et al. [26] researched multisensor systems with heavy-tailed noises and unreliable measurements, where different sensors were likely to work with different sampling rates. Therefore, it is an important topic that further investigates the characteristics of sensors and the real situations to derive a more general measurement model.
In most cases, the sensors cannot obtain the state directly, and thus, how to design an estimator to estimate the system state by partially observable information is a research hotspot and attracts a lot of attention [27]-[32]. In [33], for the discrete-time Markov jump NNs, an asynchronous and resilient filter was proposed. In [34], a buffer-dependent smart estimator was designed for networked systems with a Markov-driven transmission strategy, and the buffer with limited capacity was considered. For the channel fading and dynamic event-triggered strategy, the nonfragile estimator is able to improve the robustness of the estimator, where the uncertainty is within permitted interval [35]. By searching a mass of relevant references, the nonfragile estimator design using the polytopic uncertainty ( PU ) model has not been fully considered.

The classical control theory mainly deals with the asymptotic behavior of the system trajectory in an infinite interval. In practice, most of the research works focus on dynamic performance over a finite time, such as the problem of controlling and tracking for autonomous underwater vehicles from an initial point to a final point in a prescribed time interval [36]. Some latest related results about finitetime boundedness, finite-time stability, and finite-time state estimation can be found in [37]-[40]. However, to the best of our knowledge, the finite-time state estimation problem for discrete-time Markovian BAM NNs with asymmetrical system mode-dependent (SMD) TVDs and inconstant measurements has not been fully analyzed yet and needs to be further investigated.

This work studies the finite-time state estimation for Markovian BAM NNs with asymmetrical SMD TVDs and inconstant measurements. A nonfragile estimator is designed by the PU analysis method to ensure that the estimation error system (EES) meets the stochastically finite-time bounded (SFTB). An example is used to clarify the results. The main contributions are as follows.

1) A novel model of asymmetrical SMD TVDs is considered for discrete-time Markovian BAM NNs, where the TVDs change in different time intervals for different system modes and different layers. Compared with the existing ones [14]-[19], the SMD TVDs pay more attention to the change interval of TVDs, which are more detailed and match the actual circumstance.
2) A general Markov chain $\vartheta(k) \in S=\{1,2, \ldots, s\}$ is used to describe the conditions of the measurement, where the transition probability matrix is SMD. Furthermore, a new Lyapunov-Krasovskii function is established to analyze the Markovian BAM NNs with SMD TVDs and inconstant measurements.


Fig. 1. Structure diagram of state estimation for Markovian BAM NNs with asymmetrical SMD TVDs and inconstant measurements.
3) The PU model is employed to describe the uncertainty of the estimator gains, which is less conservative than the interval uncertainty (IU) model [35]. In the end, the simulation results depend on selection of design parameters, and their effects on performance of the proposed method are analyzed through simulation experiments.
The organization of this article is as follows. In Section II, the discrete Markovian BAM NNs with asymmetrical SMD TVDs and inconstant measurements are described, and a nonfragile estimator is designed. Sufficient conditions of the SFTB are given, and the nonfragile estimator gains are obtained in Section III. In Section IV, a numerical simulation is given, and conclusions are given in the end.
Notations: The symbols $\mathbb{R}^{n}$ and $\mathbb{R}^{m \times n}$ denote the $n$-dimensional vectors and $m \times n$ real matrices, respectively. The symbols $\lambda_{\min }(X)$ and $\lambda_{\max }(X)$ are, respectively, denoted as the smallest eigenvalue and largest eigenvalue for matrix $X$. The matrix $X^{T}$ is the transpose of matrix $X$, and the symbol $\operatorname{diag}\{\cdot\}$ stands for the diagonal matrix. The symbol $\mathbb{E}\{\cdot\}$ means the expectation of a stochastic variable.

## II. System Description and Preliminaries

## A. Markovian BAM NNs Description

As shown in Fig. 1, the discrete-time Markovian BAM NNs with asymmetrical SMD TVDs are considered as

$$
\left\{\begin{align*}
& \boldsymbol{x}(k+1)= A_{\delta(k)} \boldsymbol{x}(k)+B_{\delta(k)} \boldsymbol{g}\left(\boldsymbol{y}\left(k-d_{\delta(k)}(k)\right)\right)  \tag{1}\\
&+E_{\delta(k)} \boldsymbol{\omega}_{1}(k) \\
& \boldsymbol{y}(k+1)= C_{\delta(k)} \boldsymbol{y}(k)+D_{\delta(k)} \boldsymbol{g}\left(\boldsymbol{x}\left(k-\tau_{\delta(k)}(k)\right)\right) \\
&+F_{\delta(k)} \boldsymbol{\omega}_{2}(k) \\
& \boldsymbol{x}\left(l_{1}\right)=\phi_{1}\left(l_{1}\right), \quad l_{1} \in\left\{-\tau_{M},-\tau_{M}+1, \ldots, 0\right\} \\
& \boldsymbol{y}\left(l_{2}\right)=\phi_{2}\left(l_{2}\right), \quad l_{2} \in\left\{-d_{M},-d_{M}+1, \ldots, 0\right\}
\end{align*}\right.
$$

where $\boldsymbol{x}(k) \in \mathbb{R}^{n}$ and $\boldsymbol{y}(k) \in \mathbb{R}^{n}$ are state vectors and $A_{\delta(k)} \in \mathbb{R}^{n \times n}, B_{\delta(k)} \in \mathbb{R}^{n \times n}, C_{\delta(k)} \in \mathbb{R}^{n \times n}, D_{\delta(k)} \in \mathbb{R}^{n \times n}$, $E_{\delta(k)} \in \mathbb{R}^{n \times p_{1}}$, and $F_{\delta(k)} \in \mathbb{R}^{n \times p_{2}}$ are known matrices.

The stochastic variable $\delta(k)$ is a Markov chain, and its states $\delta(k) \in \mathfrak{S}=\{1,2, \ldots, \mathfrak{s}\}$ obey the transition probability

$$
\begin{equation*}
\pi_{q r}=\mathbb{P}\{\delta(k+1)=r \mid \delta(k)=q\}, \quad q, r \in \mathfrak{S} \tag{2}
\end{equation*}
$$

The transition probability matrix of the Markov chain is $\Pi_{\delta}=\left[\pi_{q r}\right]_{\mathfrak{s} \times \mathfrak{s}}$ with $\sum_{r=1}^{\mathfrak{s}} \pi_{q r}=1, \forall q \in \mathfrak{S}$.

The scalars $d_{\delta(k)}(k)$ and $\tau_{\delta(k)}(k)$ represent the asymmetrical SMD integer TVDs. The time delays vary in different time intervals under different system modes, that is, the integer TVDs satisfy the following inequalities:

$$
\begin{align*}
d_{m \delta(k)} & \leq d_{\delta(k)}(k) \\
\tau_{m \delta(k)} & \leq \tau_{M \delta(k)}(k) \tag{3}
\end{align*}
$$

where $d_{M \delta(k)}, d_{m \delta(k)}, \tau_{M \delta(k)}$, and $\tau_{m \delta(k)}$ are, respectively, represent the upper and lower bound of the asymmetrical TVDs $d_{\delta(k)}(k)$ and $\tau_{\delta(k)}(k)$. The scalars $\tau_{M} \triangleq \max _{\delta(k) \in \mathfrak{S}}\left\{\tau_{M \delta(k)}\right\}$, $\tau_{m} \triangleq \min _{\delta(k) \in \mathfrak{S}}\left\{\tau_{m \delta(k)}\right\}, d_{M} \triangleq \max _{\delta(k) \in \mathfrak{S}}\left\{d_{M \delta(k)}\right\}$, and $d_{m} \triangleq$ $\min _{\delta(k) \in \mathfrak{S}}\left\{d_{m \delta(k)}\right\}$ are known parameters.

The vectors $\omega_{1}(k) \in \mathbb{R}^{p_{1}}$ and $\omega_{2}(k) \in \mathbb{R}^{p_{2}}$ are noise sequences in a finite horizon $[0, N]$ and satisfy

$$
\begin{equation*}
\sum_{k=0}^{N}\left(\omega_{1}(k)^{T} \omega_{1}(k)+\omega_{2}(k)^{T} \omega_{2}(k)\right)<c_{1}^{2} \tag{4}
\end{equation*}
$$

The nonlinear neuron activation function $\boldsymbol{g}(\boldsymbol{x}(k))$ of the Markovian BAM NNs is assumed to satisfy the following condition.

Assumption 1: The nondecreasing nonlinear function $\boldsymbol{g}_{i}(\cdot)$, $i \in\{1,2, \ldots, n\}$, is continuous, and there exists a constant $\bar{\ell}_{i}$ such that the inequality (5) holds [41]

$$
\begin{equation*}
0 \leq \frac{\boldsymbol{g}_{i}(a)-\boldsymbol{g}_{i}(b)}{a-b} \leq \bar{\ell}_{i} \tag{5}
\end{equation*}
$$

where $a, b \in \mathbb{R}$ and $a \neq b$.
In the actual condition, the sensors are inevitably influenced by the environment disturbances and the system operation condition. Thus, the measurements of the Markovian BAM NNs with asymmetrical SMD TVDs are

$$
\left\{\begin{array}{l}
z_{x}(k)=L_{x, \vartheta(k)} \boldsymbol{x}(k)+M_{x, \vartheta(k)} \boldsymbol{v}_{1}(k)  \tag{6}\\
z_{y}(k)=L_{y, \vartheta(k)} \boldsymbol{y}(k)+M_{y, \vartheta(k)} \boldsymbol{v}_{2}(k)
\end{array}\right.
$$

where $z_{x}(k) \in \mathbb{R}^{m}$ and $z_{y}(k) \in \mathbb{R}^{m}$ are the measurement vectors, $L_{x, \vartheta(k)} \in \mathbb{R}^{m \times n}, L_{y, \vartheta(k)} \in \mathbb{R}^{m \times n}, M_{x, \vartheta(k)} \in \mathbb{R}^{m \times q_{1}}$, and $M_{y, \vartheta(k)} \in \mathbb{R}^{m \times q_{2}}$ are known matrices. $\vartheta(k) \in S=\{1,2, \ldots, s\}$ is a Markov chain with the transition probability matrices $\Pi_{\vartheta}^{\delta(k)}=\left[\pi_{l_{j}}^{\delta(k)}\right]_{s \times s}$ given by

$$
\begin{equation*}
\pi_{i \jmath}^{\delta(k)}=\mathbb{P}\{\vartheta(k+1)=\jmath \mid \vartheta(k)=\imath, \delta(k)\} \tag{7}
\end{equation*}
$$

where $0 \leq \pi_{i j}^{\delta(k)} \leq 1$ for all $l, j \in S, \delta(k) \in \mathfrak{S}$, and $\sum_{j=1}^{s} \pi_{l j}^{\delta(k)}=1$ for all $l \in S, \delta(k) \in \mathfrak{S} . \delta(k)$ is a Markov chain and the mode is available at instant $k$.

The noise vectors $\boldsymbol{v}_{1}(k) \in \mathbb{R}^{q_{1}}$ and $\boldsymbol{v}_{2}(k) \in \mathbb{R}^{q_{2}}$ satisfy the following condition:

$$
\begin{equation*}
\sum_{k=0}^{N}\left(\boldsymbol{v}_{1}(k)^{T} \boldsymbol{v}_{1}(k)+\boldsymbol{v}_{2}(k)^{T} \boldsymbol{v}_{2}(k)\right)<c_{2}^{2} \tag{8}
\end{equation*}
$$

Remark 1: The measurements obtained by the sensors are always unideal. There are two reasons that influence the measurements. On the one hand, the environment of the system is inconstant, including temperature and humidity. On the other hand, the measurements are also related to the system operating condition. Thus, a Markov chain $\vartheta(k)$ whose transition probability depends on $\delta(k)$ is used to describe the measurement condition.

## B. State Estimator and EES

For the reason that there exists an uncertainty of the estimator, the following nonfragile state estimator is designed to increase the reliability of the estimator:

$$
\left\{\begin{align*}
\hat{\boldsymbol{x}}(k+1)= & A_{\delta(k)} \hat{\boldsymbol{x}}(k)+B_{\delta(k)} \boldsymbol{g}\left(\hat{\boldsymbol{y}}\left(k-d_{\delta(k)}(k)\right)\right)  \tag{9}\\
& \quad+K_{x, \alpha}\left(z_{x}(k)-L_{x, \vartheta(k)} \hat{\boldsymbol{x}}(k)\right) \\
\hat{\boldsymbol{y}}(k+1)= & C_{\delta(k)} \hat{\boldsymbol{y}}(k)+D_{\delta(k)} \boldsymbol{g}\left(\hat{\boldsymbol{x}}\left(k-\tau_{\delta(k)}(k)\right)\right) \\
& \quad+K_{y, \beta}\left(z_{y}(k)-L_{y, \vartheta(k)} \hat{\boldsymbol{y}}(k)\right)
\end{aligned}\right\} \begin{aligned}
\hat{z}_{x}(k)=L_{x, \vartheta(k)} \hat{\boldsymbol{x}}(k)
\end{align*} \hat{z}_{y}(k)=L_{y, \vartheta(k)} \hat{\boldsymbol{y}}(k) .
$$

where $l \in\left\{-\chi_{M},-\chi_{M}+1, \ldots, 0\right\}, \chi_{M}=\max \left\{\tau_{M}, d_{M}\right\}$. The state vector $\hat{\boldsymbol{x}}(k) \in \mathbb{R}^{n}$ (or $\hat{\boldsymbol{y}}(k) \in \mathbb{R}^{n}$ ) is the estimation of the state $\boldsymbol{x}(k)$ (or $\boldsymbol{y}(k)$ ), and the output of the estimator is $\hat{z}_{x}(k) \in \mathbb{R}^{m}$ (or $\hat{z}_{y}(k) \in \mathbb{R}^{m}$ ). The matrices $K_{x, \alpha} \in \mathbb{R}^{n \times m}$ and $K_{y, \beta} \in \mathbb{R}^{n \times m}$ are the estimator gains that will be designed later. For the purpose to improve the robustness of the estimator, the nonfragile estimator gains are considered, which are described by the following PU model:

$$
\begin{array}{ll}
K_{x, \alpha} \triangleq \alpha K_{x, 1}+(1-\alpha) K_{x, 2}, & 0 \leqslant \alpha \leqslant 1 \\
K_{y, \beta} \triangleq \beta K_{y, 1}+(1-\beta) K_{y, 2}, & 0 \leqslant \beta \leqslant 1 \tag{10}
\end{array}
$$

where matrices $K_{x, 1}, K_{x, 2}, K_{y, 1}$, and $K_{y, 2}$ stand for the vertices of the polytopes and satisfy the equalities (11) and the scalars $\alpha$ and $\beta$ are time-invariants

$$
\begin{align*}
& K_{x, 2}-K_{x, 1}=7 \\
& K_{y, 2}-K_{y, 1}=\Gamma \tag{11}
\end{align*}
$$

where 7 and $\Gamma$ are known matrices.
Define $\boldsymbol{e}_{x}(k) \triangleq \boldsymbol{x}(k)-\hat{\boldsymbol{x}}(k)$ and $\boldsymbol{e}_{y}(k) \triangleq \boldsymbol{y}(k)-\hat{\boldsymbol{y}}(k)$ as the state estimation errors, and $\boldsymbol{e}_{z_{x}}(k) \triangleq \boldsymbol{z}_{x}(k)-\hat{\boldsymbol{z}}_{x}(k)$ and $\boldsymbol{e}_{z_{y}}(k) \triangleq z_{y}(k)-\hat{z}_{y}(k)$ are the measurement estimation errors, also denote $\boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{\delta(k)}(k)\right)\right) \triangleq \boldsymbol{g}\left(\boldsymbol{y}\left(k-d_{\delta(k)}(k)\right)\right)-$ $\boldsymbol{g}\left(\hat{\boldsymbol{y}}\left(k-d_{\delta(k)}(k)\right)\right), \boldsymbol{h}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{\delta(k)}(k)\right)\right) \triangleq \boldsymbol{g}\left(\boldsymbol{x}\left(k-\tau_{\delta(k)}(k)\right)\right)-$ $\boldsymbol{g}\left(\hat{\boldsymbol{x}}\left(k-\tau_{\delta(k)}(k)\right)\right), \boldsymbol{v}_{1}(k) \triangleq\left[\omega_{1}(k)^{T} \boldsymbol{v}_{1}(k)^{T}\right]^{T}$, and $\boldsymbol{v}_{2}(k) \triangleq$ $\left[\omega_{2}(k)^{T} \boldsymbol{v}_{2}(k)^{T}\right]^{T}$. Then, the EES of the Markovian BAM NNs can be obtained from (1) and (9)

$$
\left\{\begin{align*}
& \boldsymbol{e}_{x}(k+1)= \bar{A}_{\delta(k), \vartheta(k)} \boldsymbol{e}_{x}(k)+\bar{E}_{\delta(k), \vartheta(k)} \boldsymbol{v}_{1}(k)  \tag{12}\\
&+B_{\delta(k)} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{\delta(k)}(k)\right)\right) \\
& \boldsymbol{e}_{y}(k+1)= \bar{C}_{\delta(k), \vartheta(k)} \boldsymbol{e}_{y}(k)+\bar{F}_{\delta(k), \vartheta(k)} \boldsymbol{v}_{2}(k) \\
&+D_{\delta(k)} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{\delta(k)}(k)\right)\right) \\
& \boldsymbol{e}_{x}\left(l_{1}\right)=\phi_{1}\left(l_{1}\right), \boldsymbol{e}_{y}\left(l_{1}\right)=\phi_{2}\left(l_{2}\right)
\end{align*}\right.
$$

where

$$
\begin{aligned}
\bar{E}_{\delta(k), \vartheta(k)} & =\left[E_{\delta(k)}-K_{x, \alpha} M_{x, \vartheta(k)}\right] \\
\bar{F}_{\delta(k), \vartheta(k)} & =\left[F_{\delta(k)}-K_{y, \beta} M_{y, \vartheta(k)}\right] \\
\bar{A}_{\delta(k), \vartheta(k)} & =A_{\delta(k)}-K_{x, \alpha} L_{x, \vartheta(k)} \\
\bar{C}_{\delta(k), \vartheta(k)} & =C_{\delta(k)}-K_{y, \beta} L_{y, \vartheta(k)} .
\end{aligned}
$$

Definition 1: The EES (12) satisfies the SFTB, if there exist positive scalars $\delta_{1}$ and $\delta_{2}\left(\delta_{2} \geq \delta_{1}>0\right)$, a positive definite matrix $R$ satisfying that the inequalities (4), (8), and (13) hold, for $l \in\left\{-\chi_{M},-\chi_{M}+1, \ldots, 0\right\}[41]$

$$
\begin{equation*}
\mathbb{E}\left\{\boldsymbol{e}_{x}(l)^{T} \boldsymbol{R} \boldsymbol{e}_{x}(l)+\boldsymbol{e}_{y}(l)^{T} \boldsymbol{R} \boldsymbol{e}_{y}(l)\right\} \leq \delta_{1}^{2} . \tag{13}
\end{equation*}
$$

Then, the following inequality holds for $\forall k \in\{1,2, \ldots, N\}$ :

$$
\begin{equation*}
\mathbb{E}\left\{\boldsymbol{e}_{x}(k)^{T} R \boldsymbol{e}_{x}(k)+\boldsymbol{e}_{y}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{y}(k)\right\} \leq \delta_{2}^{2} \tag{14}
\end{equation*}
$$

## III. Main Results

This section is devoted to studying the sufficient conditions that the EES (12) satisfies the SFTB. Before the presentation, define

$$
\begin{aligned}
& \boldsymbol{\ell}_{1} \triangleq \operatorname{diag}\left\{\bar{\ell}_{1}, \bar{\ell}_{2}, \ldots, \bar{\ell}_{n}\right\} \\
& \boldsymbol{\ell}_{2} \triangleq \frac{1}{2} \boldsymbol{\ell}_{1}, \quad \bar{R}=R^{-\frac{1}{2}} \boldsymbol{\ell}_{1}^{T} \boldsymbol{\ell}_{1} R^{-\frac{1}{2}}
\end{aligned}
$$

Theorem 1: Given a scalar $\gamma>1$, the EES (12) is SFTB, if there exist matrices $P_{q, i} \succ 0, Q_{q, i} \succ 0, P_{2} \succ 0, P_{3} \succ 0$, $Q_{2} \succ 0, Q_{3} \succ 0, \mathcal{S}_{1} \succ 0, \mathcal{S}_{2} \succ 0, \epsilon_{1} \succ 0, \epsilon_{2} \succ 0, \varepsilon_{1} \succ 0$, $\boldsymbol{\varepsilon}_{2} \succ 0, K_{x, 1}$ and $K_{y, 1}$, and a scalar $l_{0}>0$, such that the following matrix inequalities hold for $\forall q \in \mathfrak{S}, l \in S$ :

$$
\left[\begin{array}{cccccc}
\Psi_{11} & \Psi_{12} & 0 & 0 & \Psi_{15} & 0 \\
* & \Psi_{22} & 0 & 0 & 0 & \Psi_{26} \\
* & * & -\mathcal{S}_{1} & 0 & \bar{E}_{q, l}^{T} & 0 \\
* & * & * & -\mathcal{S}_{2} & 0 & \bar{F}_{q, l}^{T}  \tag{18}\\
* & * & * & * & -\bar{P}_{r, j}^{-1} & 0 \\
* & * & * & * & * & -\bar{Q}_{r, j}^{-1}
\end{array}\right] \prec 0
$$

where

$$
\begin{aligned}
& \Psi_{11}=\operatorname{diag}\left\{\Psi_{111}, \Psi_{112}, \Psi_{113}, \Psi_{114}\right\} \\
& \Psi_{12}=\left[\begin{array}{cccc}
0 & 0 & \boldsymbol{\epsilon}_{1} \boldsymbol{\ell}_{2} & 0 \\
0 & 0 & 0 & \boldsymbol{\epsilon}_{2} \ell_{2} \\
\boldsymbol{\ell}_{2}^{T} \boldsymbol{\varepsilon}_{1}^{T} & 0 & 0 & 0 \\
0 & \boldsymbol{\ell}_{2}^{T} \boldsymbol{\varepsilon}_{2}^{T} & 0 & 0
\end{array}\right] \\
& \Psi_{111}=-\gamma P_{q, l}+\bar{\pi}_{\tau, q} P_{2}+\pi_{q, q}\left(\tau_{M q}-\tau_{m q}\right) P_{2} \\
& \Psi_{112}=-\gamma^{\tau_{m q}} P_{2}, \\
& \bar{\pi}_{\tau, q}=\bar{\pi}_{q}\left(\tau_{M}-\tau_{m}\right)+1 \\
& \Psi_{113}=\left(d_{M q}-d_{m q}+1\right) Q_{3}-\boldsymbol{\varepsilon}_{1} \\
& \Psi_{114}=-\gamma{ }^{d_{m q}} Q_{3}-\boldsymbol{\varepsilon}_{2}, \quad \bar{\pi}_{q}=1-\pi_{q, q} \\
& \Psi_{22}=\operatorname{diag}\left\{\Psi_{221}, \Psi_{222}, \Psi_{223}, \Psi_{224}\right\} \\
& \Psi_{221}=-\gamma Q_{q, l}+\bar{\pi}_{d, q} Q_{2}+\pi_{q, q}\left(d_{M q}-d_{m q}\right) Q_{2}
\end{aligned}
$$

$$
\begin{aligned}
& \Psi_{222}=-\gamma^{d_{m q}} Q_{2}, \quad \bar{\pi}_{d, q}=\bar{\pi}_{q}\left(d_{M}-d_{m}\right)+1 \\
& \Psi_{223}=\left(\tau_{M q}-\tau_{m q}+1\right) P_{3}-\boldsymbol{\epsilon}_{1} \\
& \Psi_{224}=-\gamma^{\tau_{m q}} P_{3}-\boldsymbol{\epsilon}_{2}, \quad c^{2}=c_{1}^{2}+c_{2}^{2} \\
& \Psi_{15}=\left[\begin{array}{c}
\bar{A}_{q, l}^{T} \\
0 \\
0 \\
B_{q}^{T}
\end{array}\right], \quad \Psi_{26}=\left[\begin{array}{c}
\bar{C}_{q, l}^{T} \\
0 \\
0 \\
D_{q}^{T}
\end{array}\right] \\
& \bar{P}_{r, J}=\sum_{J=1}^{s} \sum_{r=1}^{\mathfrak{s}} \pi_{l J}^{q} \pi_{q r} P_{r, J}, \quad \bar{Q}_{r, J}=\sum_{J=1}^{s} \sum_{r=1}^{\mathfrak{s}} \pi_{l j}^{q} \pi_{q r} Q_{r, J} \\
& \tilde{P}_{\delta(0), \vartheta(0)}=R^{-\frac{1}{2}} P_{\delta(0), \vartheta(0)} R^{-\frac{1}{2}}, \quad \tilde{P}_{2}=R^{-\frac{1}{2}} P_{2} R^{-\frac{1}{2}} \\
& \tilde{Q}_{\delta(0), \vartheta(0)}=R^{-\frac{1}{2}} Q_{\delta(0), \vartheta(0)} R^{-\frac{1}{2}}, \quad \tilde{Q}_{2}=R^{-\frac{1}{2}} Q_{2} R^{-\frac{1}{2}} \\
& \lambda_{\delta(0), \vartheta(0)}=\lambda_{\text {max }}\left(\tilde{P}_{\delta(0), \vartheta(0)}\right)+\lambda_{\text {max }}\left(\tilde{Q}_{\delta(0), \vartheta(0)}\right) \\
& +\lambda_{\text {max }}\left(\tilde{P}_{2}\right)\left(1+\bar{\pi}_{\delta(0)}\left(\tau_{M}-\tau_{m}\right)\right. \\
& +\pi_{\delta(0), \delta(0)}\left(\tau_{M \delta(0)}-\tau_{m \delta(0)}\right)-\gamma^{\tau_{M \delta(0)}} \\
& +\left(\bar{\pi}_{\delta(0)}\left(\gamma^{\tau_{M}}-\gamma^{\tau_{m}}\right)+\pi_{\delta(0), \delta(0)}\right. \\
& \left.\left.\times\left(\gamma^{\tau_{M \delta(0)}}-\gamma^{\tau_{m \delta(0)}}\right)\right) /(1-\gamma)\right) /(1-\gamma) \\
& +\lambda_{\text {max }}\left(\tilde{Q}_{2}\right)\left(1+\bar{\pi}_{\delta(0)}\left(d_{M}-d_{m}\right)\right. \\
& +\pi_{\delta(0), \delta(0)}\left(d_{M \delta(0)}-d_{m \delta(0)}\right)-\gamma^{d_{M \delta(0)}} \\
& +\left(\bar{\pi}_{\delta(0)}\left(\gamma^{d_{M}}-\gamma^{d_{m}}\right)+\pi_{\delta(0), \delta(0)}\right. \\
& \left.\left.\times\left(\gamma^{d_{M \delta(0)}}-\gamma^{d_{m \delta(0)}}\right)\right) /(1-\gamma)\right) /(1-\gamma) \\
& +\lambda_{\text {max }}\left(P_{3}\right) \lambda_{\text {max }}(\bar{R})\left(1+\tau_{M \delta(0)}-\tau_{m \delta(0)}\right. \\
& \left.+\left(\gamma^{\tau_{M \delta(0)}+1}-\gamma^{\tau_{m \delta(0)}}\right) /(1-\gamma)\right) /(1-\gamma) \\
& +\lambda_{\max }\left(Q_{3}\right) \lambda_{\max }(\bar{R})\left(1+d_{M \delta(0)}-d_{m \delta(0)}\right. \\
& \left.+\left(\gamma^{d_{M \delta(0)}+1}-\gamma^{d_{m \delta(0)}}\right) /(1-\gamma)\right) /(1-\gamma) \text {. }
\end{aligned}
$$

Proof: In order to simplify to the expression, define $\delta(k) \triangleq q, \delta(k+1) \triangleq r, \vartheta(k) \triangleq \imath$, and $\vartheta(k+1) \triangleq \jmath$. Then, a Lyapunov-Krasovskii functional candidate is defined for the EES as follows:

$$
\begin{equation*}
V(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)=\sum_{l=1}^{4} V_{l}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l) \tag{19}
\end{equation*}
$$

where

$$
\begin{aligned}
& V_{1}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l) \\
& \quad=\boldsymbol{e}_{x}(k)^{T} P_{q, l} \boldsymbol{e}_{x}(k)+\boldsymbol{e}_{y}(k)^{T} Q_{q, \boldsymbol{l}} \boldsymbol{e}_{y}(k) \\
& \begin{aligned}
& V_{2}(k,\boldsymbol{x}(k), \boldsymbol{y}(k), q, l) \\
&= \sum_{i=k-\tau_{q}(k)}^{k-1} \gamma^{k-i-1} \boldsymbol{e}_{x}(i)^{T} P_{2} \boldsymbol{e}_{x}(i) \\
&+\bar{\pi}_{q} \sum_{i=k-\tau_{M}+1}^{k-\tau_{m}} \sum_{j=i}^{k-1} \gamma^{k-j-1} \boldsymbol{e}_{x}(j)^{T} P_{2} \boldsymbol{e}_{x}(j) \\
&+\pi_{q, q} \sum_{i=k-\tau_{M q}+1}^{k-\tau_{m q}} \sum_{j=i}^{k-1} \gamma^{k-j-1} \boldsymbol{e}_{x}(j)^{T} P_{2} \boldsymbol{e}_{x}(j) \\
& V_{3}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l) \\
&= \sum_{i=k-d_{q}(k)}^{k-1} \gamma^{k-i-1} \boldsymbol{e}_{y}(i)^{T} Q_{2} \boldsymbol{e}_{y}(i)
\end{aligned}
\end{aligned}
$$

$$
\begin{align*}
& \quad+\bar{\pi}_{q} \sum_{i=k-d_{M}+1}^{k-1} \sum_{j=i}^{k-1} \gamma^{k-j-1} \boldsymbol{e}_{y}(j)^{T} Q_{2} \boldsymbol{e}_{y}(j) \\
& \quad+\pi_{q, q} \sum_{i=k-d_{M_{q}}+1}^{k-d_{m q}} \sum_{j=i}^{k-1} \gamma^{k-j-1} \boldsymbol{e}_{y}(j)^{T} Q_{2} \boldsymbol{e}_{y}(j) \\
& V_{4}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l) \\
& =\sum_{i=k-\tau_{M q}}^{k-\tau_{m q}} \sum_{j=i}^{k-1} \gamma^{k-j-1} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(j)\right)^{T} P_{3} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(j)\right) \\
& \quad+\sum_{i=k-d_{M q}}^{k-d_{m_{q}}} \sum_{j=i}^{k-1} \gamma^{k-j-1} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(j)\right)^{T} Q_{3} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(j)\right) . \tag{20}
\end{align*}
$$

Then, the difference of the Lyapunov-Krasovskii functional candidate in the mean sense is defined as

$$
\begin{align*}
& \mathbb{E}\{\Delta V(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)\} \\
& \triangleq \sum_{l=1}^{4} \mathbb{E}\left\{\Delta V_{l}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)\right\} \\
& \triangleq \sum_{l=1}^{4}\left(\mathbb{E}\left\{V_{l}(k+1, \boldsymbol{x}(k+1), \boldsymbol{y}(k+1), r, J)\right\}\right. \\
&\left.-\gamma \mathbb{E}\left\{V_{l}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)\right\}\right) . \tag{21}
\end{align*}
$$

From (19) to (21), we have

$$
\begin{align*}
\mathbb{E}\{\Delta & \left.\Delta V_{1}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, \imath)\right\} \\
= & \mathbb{E}\left\{\boldsymbol{e}_{x}(k+1)^{T} \bar{P}_{r, \boldsymbol{\prime}} \boldsymbol{e}_{x}(k+1)\right. \\
& +\boldsymbol{e}_{y}(k+1)^{T} \bar{Q}_{r, \boldsymbol{e}} \boldsymbol{e}_{y}(k+1) \\
& \left.-\gamma \boldsymbol{\boldsymbol { e } _ { x }}(k)^{T} P_{q, \boldsymbol{l}} \boldsymbol{e}_{x}(k)-\gamma \boldsymbol{e}_{y}(k)^{T} Q_{q, t} \boldsymbol{e}_{y}(k)\right\} . \tag{22}
\end{align*}
$$

Also, $\mathbb{E}\left\{\Delta V_{2}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)\right\}$ is as follows:
$\mathbb{E}\left\{\Delta V_{2}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)\right\}$

$$
\begin{aligned}
=\mathbb{E}\{ & \pi_{q, q}\left(\sum_{i=k-\tau_{q}(k+1)+1}^{k} \gamma^{k-i} \boldsymbol{e}_{x}(i)^{T} P_{2} \boldsymbol{e}_{x}(i)\right. \\
& \left.-\sum_{i=k-\tau_{q}(k)}^{k-1} \gamma^{k-i} \boldsymbol{e}_{x}(i)^{T} P_{2} \boldsymbol{e}_{x}(i)\right) \\
& +\sum_{r=1, r \neq q}^{\mathcal{S}} \pi_{q, r}\left(\sum_{i=k-\tau_{r}(k+1)+1}^{k} \gamma^{k-i} \boldsymbol{e}_{x}(i)^{T}\right. \\
& \left.\times P_{2} \boldsymbol{e}_{x}(i)-\sum_{i=k-\tau_{q}(k)}^{k-1} \gamma^{k-i} \boldsymbol{e}_{x}(i)^{T} P_{2} \boldsymbol{e}_{x}(i)\right) \\
& +\bar{\pi}_{q}\left(\left(\tau_{M}-\tau_{m}\right) \boldsymbol{e}_{x}(k)^{T} P_{2} \boldsymbol{e}_{x}(k)\right. \\
& \left.\quad-\sum_{i=k-\tau_{M}+1}^{k-\tau_{m}} \gamma^{k-i} \boldsymbol{e}_{x}(i)^{T} P_{2} \boldsymbol{e}_{x}(i)\right) \\
& +\pi_{q, q}\left(\tau_{M q}-\tau_{m q}\right)_{x}(k)^{T} P_{2} \boldsymbol{e}_{x}(k) \\
& \left.\left.\quad-\sum_{i=k-\tau_{M q}+1}^{k-\tau_{m q}} \gamma^{k-i} \boldsymbol{e}_{x}(i)^{T} P_{2} \boldsymbol{e}_{x}(i)\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
\leq \mathbb{E}\{ & \left(\bar{\pi}_{q}\left(\tau_{M}-\tau_{m}\right)+1\right) \boldsymbol{e}_{x}(k)^{T} P_{2} \boldsymbol{e}_{x}(k) \\
& +\pi_{q, q}\left(\tau_{M q}-\tau_{m q}\right) \boldsymbol{e}_{x}(k)^{T} P_{2} \boldsymbol{e}_{x}(k) \\
& \left.-\gamma^{\tau_{m q}} \boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)^{T} P_{2} \boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right\} . \tag{23}
\end{align*}
$$

Similar to (23), it follows that

$$
\begin{align*}
& \mathbb{E}\left\{\Delta V_{3}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)\right\} \\
& \leq \mathbb{E}\left\{\left(\bar{\pi}_{q}\left(d_{M}-d_{m}\right)+1\right) \boldsymbol{e}_{y}(k)^{T} Q_{2} \boldsymbol{e}_{y}(k)\right. \\
& \quad+\pi_{q, q}\left(d_{M q}-\tau_{m q}\right) \boldsymbol{e}_{y}(k)^{T} Q_{2} \boldsymbol{e}_{y}(k) \\
& \left.\quad-\gamma^{d_{n q}} \boldsymbol{e}_{y}\left(k-d_{q}(k)\right)^{T} Q_{2} \boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right\} . \tag{24}
\end{align*}
$$

Finally, the condition (25) holds

$$
\begin{align*}
& \mathbb{E}\left\{\Delta V_{4}(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, t)\right\} \\
& =\mathbb{E}\left\{\sum_{i=k-\tau_{M_{q}}}^{k-\tau_{m q}} \sum_{j=i+1}^{k} \gamma^{k-j} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(j)\right)^{T} P_{3} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(j)\right)\right. \\
& -\sum_{i=k-\tau_{M q}}^{k-\tau_{m_{q}}} \sum_{j=i}^{k-1} \gamma^{k-j} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(j)\right)^{T} P_{3} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(j)\right) \\
& +\sum_{i=k-d_{M q}}^{k-d_{m q}} \sum_{j=i+1}^{k} \gamma^{k-j} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(j)\right)^{T} Q_{3} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(j)\right) \\
& \left.-\sum_{i=k-d_{M_{q}}}^{k-d_{m q}} \sum_{j=i}^{k-1} \gamma^{k-j} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{\boldsymbol{y}}(j)\right)^{T} Q_{3} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(j)\right)\right\} \\
& \leq \mathbb{E}\left\{\left(\tau_{M q}-\tau_{m q}+1\right) \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(k)\right)^{T} P_{3} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(k)\right)\right. \\
& -\gamma^{\tau_{m}} \boldsymbol{h}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right)^{T} P_{3} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right) \\
& +\left(d_{M q}-d_{m q}+1\right) \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(k)\right)^{T} Q_{3} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(k)\right) \\
& \left.-\gamma^{d_{m q}} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right)^{T} Q_{3} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right)\right\} \text {. } \tag{25}
\end{align*}
$$

Considering the EES (12) and the formulas (22)-(25), it yields

$$
\begin{aligned}
& \mathbb{E}\{\Delta V(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)\} \\
& \leq \mathbb{E}\left\{\boldsymbol{e}_{x}(k)^{T} \bar{A}_{q, l}^{T} \bar{P}_{r, j} \bar{A}_{q, l} \boldsymbol{e}_{x}(k)\right. \\
& +\hbar_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right)^{T} B_{q}^{T} \bar{P}_{r, j} B_{q} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right) \\
& +2 \boldsymbol{e}_{x}(k)^{T} \bar{A}_{q, l}^{T} \bar{P}_{r, j} B_{q} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right) \\
& +2 \boldsymbol{e}_{x}(k)^{T} \bar{A}_{q, t}^{T} \bar{P}_{r, J} \bar{E}_{q, t} v_{1}(k) \\
& +2 \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right)^{T} B_{q}^{T} \bar{P}_{r, j} \bar{E}_{q, t} v_{1}(k) \\
& +\boldsymbol{v}_{1}(k)^{T} \bar{E}_{q, l}^{T} \bar{P}_{r, J} \bar{E}_{q, i} \boldsymbol{v}_{1}(k)-\gamma \boldsymbol{e}_{x}(k)^{T} P_{q, \imath} \boldsymbol{e}_{x}(k) \\
& +\boldsymbol{e}_{y}(k)^{T} \bar{C}_{q, t}^{T} \bar{Q}_{r, j} \bar{C}_{q, t} \boldsymbol{e}_{y}(k) \\
& +\boldsymbol{h}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right)^{T} D_{q}^{T} \bar{Q}_{r, J} D_{q} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right) \\
& +2 \boldsymbol{e}_{y}(k)^{T} \bar{C}_{q, l}^{T} \bar{L}_{r, j} D_{q} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right) \\
& +2 \boldsymbol{e}_{y}(k)^{T} \bar{C}_{q, t}^{T} \bar{Q}_{r, J} \bar{F}_{q, t} \boldsymbol{v}_{2}(k) \\
& +2 \boldsymbol{h}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right)^{T} D_{q}^{T} \bar{Q}_{r, j} \bar{F}_{q, t} v_{2}(k) \\
& +\boldsymbol{v}_{2}(k)^{T} \bar{F}_{q, t}^{T} \bar{Q}_{r, j} \bar{F}_{q, t} \boldsymbol{v}_{2}(k)-\gamma \boldsymbol{e}_{y}(k)^{T} Q_{q, l} \boldsymbol{e}_{y}(k) \\
& +\bar{\pi}_{\tau, q} \boldsymbol{e}_{x}(k)^{T} P_{2} \boldsymbol{e}_{x}(k)+\bar{\pi}_{d, q} \boldsymbol{e}_{y}(k)^{T} Q_{2} \boldsymbol{e}_{y}(k) \\
& +\pi_{q, q}\left(\tau_{M q}-\tau_{m q}\right) \boldsymbol{e}_{x}(k)^{T} P_{2} \boldsymbol{e}_{x}(k) \\
& -\gamma^{\tau_{m q}} \boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)^{T} P_{2} \boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right) \\
& +\pi_{q, q}\left(d_{M q}-d_{m q}\right) \boldsymbol{e}_{y}(k)^{T} Q_{2} \boldsymbol{e}_{y}(k)
\end{aligned}
$$

$$
\begin{align*}
& -\gamma^{d_{m q}} \boldsymbol{e}_{y}\left(k-d_{q}(k)\right)^{T} Q_{2} \boldsymbol{e}_{y}\left(k-d_{q}(k)\right) \\
& +\left(\tau_{M q}-\tau_{m q}+1\right) \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(k)\right)^{T} P_{3} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(k)\right) \\
& -\gamma^{\tau_{m q}} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right)^{T} P_{3} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right) \\
& +\left(d_{M q}-d_{m q}+1\right) \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(k)\right)^{T} Q_{3} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(k)\right) \\
& \left.-\gamma^{d_{m q}} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right)^{T} Q_{3} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right)\right\} . \tag{26}
\end{align*}
$$

Based on Assumption 1, there exist diagonal matrices $\boldsymbol{\epsilon}_{1} \succ 0, \epsilon_{2} \succ 0, \boldsymbol{\varepsilon}_{1} \succ 0$, and $\boldsymbol{\varepsilon}_{2} \succ 0$ such that the inequalities (27) are guaranteed

$$
\begin{align*}
& \boldsymbol{\eta}_{17}(k)^{T}\left[\begin{array}{cc}
0 & \boldsymbol{\epsilon}_{1} \boldsymbol{\ell}_{2} \\
* & -\boldsymbol{\epsilon}_{1}
\end{array}\right] \boldsymbol{\eta}_{17}(k) \geq 0 \\
& \eta_{53}(k)^{T}\left[\begin{array}{cc}
0 & \boldsymbol{\varepsilon}_{1} \boldsymbol{\ell}_{2} \\
* & -\boldsymbol{\varepsilon}_{1}
\end{array}\right] \eta_{53}(k) \geq 0 \\
& \boldsymbol{\eta}_{28}(k)^{T}\left[\begin{array}{cc}
0 & \boldsymbol{\epsilon}_{2} \boldsymbol{\ell}_{2} \\
* & -\boldsymbol{\epsilon}_{2}
\end{array}\right] \boldsymbol{\eta}_{28}(k) \geq 0 \\
& \boldsymbol{\eta}_{64}(k)^{T}\left[\begin{array}{cc}
0 & \boldsymbol{\varepsilon}_{2} \boldsymbol{\ell}_{2} \\
* & -\boldsymbol{\varepsilon}_{2}
\end{array}\right] \boldsymbol{\eta}_{64}(k) \geq 0 \tag{27}
\end{align*}
$$

where

$$
\begin{array}{ll}
\boldsymbol{\eta}_{17}(k)=\left[\begin{array}{c}
\boldsymbol{e}_{x}(k) \\
\boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(k)\right)
\end{array}\right], \quad \boldsymbol{\eta}_{28}(k)=\left[\begin{array}{c}
\boldsymbol{e}_{x}\left(k-\tau_{\delta}(k)\right) \\
\boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{\delta}(k)\right)\right)
\end{array}\right] \\
\boldsymbol{\eta}_{53}(k)=\left[\begin{array}{c}
\boldsymbol{e}_{y}(k) \\
\boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(k)\right)
\end{array}\right], \quad \boldsymbol{\eta}_{64}(k)=\left[\begin{array}{c}
\boldsymbol{e}_{y}\left(k-d_{\delta}(k)\right) \\
\boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{\delta}(k)\right)\right)
\end{array}\right] .
\end{array}
$$

In view of (26), substituting the left-hand side of (27) into the right-hand side of (26) gives

$$
\begin{aligned}
\mathbb{E}\{\Delta & V(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, \imath)\} \\
\leq & \mathbb{E}\left\{\boldsymbol{\eta}(k)^{T} \Omega \boldsymbol{\eta}(k)\right. \\
& \left.+\boldsymbol{v}_{1}(k)^{T} \mathcal{S}_{1} \boldsymbol{v}_{1}(k)+\boldsymbol{v}_{2}(k)^{T} \mathcal{S}_{2} \boldsymbol{v}_{2}(k)\right\} \\
= & \mathbb{E}\left\{\boldsymbol{\eta}(k)^{T} \Omega \boldsymbol{\eta}(k)+\boldsymbol{v}(k)^{T} \mathcal{S} \boldsymbol{v}(k)\right\}
\end{aligned}
$$

where

$$
\Omega=\left[\begin{array}{ccccccccc}
\Omega_{11} & 0 & 0 & \Omega_{14} & 0 & 0 & \epsilon_{1} \ell_{2} & 0 & \Omega_{19}  \tag{28}\\
* & \Omega_{22} & 0 & 0 & 0 & 0 & 0 & \epsilon_{2} \ell_{2} & 0 \\
* & * & \Omega_{33} & 0 & \ell_{2}^{T} \varepsilon_{1}^{T} & 0 & 0 & 0 & 0 \\
* & * & * & \Omega_{44} & 0 & \ell_{2}^{T} \varepsilon_{2}^{T} & 0 & 0 & \Omega_{49} \\
* & * & * & * & \Omega_{55} & 0 & 0 & \Omega_{58} & \Omega_{59} \\
* & * & * & * & * & \Omega_{66} & 0 & 0 & 0 \\
* & * & * & * & * & * & \Omega_{77} & 0 & 0 \\
* & * & * & * & * & * & * & \Omega_{88} & \Omega_{89} \\
* & * & * & * & * & * & * & * & \Omega_{99}
\end{array}\right]
$$

with

$$
\begin{aligned}
\boldsymbol{\eta}(k)= & {\left[\boldsymbol{e}_{x}(k)^{T} \boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)^{T} \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}(k)\right)^{T}\right.} \\
& \boldsymbol{\hbar}_{2}\left(\boldsymbol{e}_{y}\left(k-d_{q}(k)\right)\right)^{T} \boldsymbol{e}_{y}(k)^{T} \boldsymbol{e}_{y}\left(k-d_{q}(k)\right)^{T} \\
& \left.\boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}(k)\right)^{T} \boldsymbol{\hbar}_{1}\left(\boldsymbol{e}_{x}\left(k-\tau_{q}(k)\right)\right)^{T} \boldsymbol{v}(k)^{T}\right]^{T} \\
\boldsymbol{v}(k)= & {\left[\begin{array}{ll}
\boldsymbol{v}_{1}(k)^{T} & \boldsymbol{v}_{2}(k)^{T}
\end{array}\right]^{T}, \quad \mathcal{S}=\operatorname{diag}\left\{\mathcal{S}_{1}, \mathcal{S}_{2}\right\} } \\
\Omega_{11}= & \bar{A}_{q, l}^{T} \bar{P}_{r, J} \bar{A}_{q, l}-\gamma P_{q, l}+\bar{\pi}_{\tau, q} P_{2}+\pi_{q, q}\left(\tau_{M q}-\tau_{m q}\right) P_{2} \\
\Omega_{14}= & \bar{A}_{q, l}^{T} \bar{P}_{r, J} B_{q}, \quad \Omega_{49}=\left[\begin{array}{ll}
B_{q}^{T} \bar{P}_{r, J} \bar{E}_{q, l} & 0
\end{array}\right] \\
\Omega_{19}= & {\left[\begin{array}{ll}
\bar{A}_{q, l}^{T} \bar{P}_{r, J} \bar{E}_{q, l} & 0
\end{array}\right], \quad \Omega_{59}=\left[\begin{array}{ll}
0 & \bar{C}_{q, l}^{T} \bar{Q}_{r, J} \bar{F}_{q, l}
\end{array}\right] } \\
\Omega_{22}= & -\gamma^{\tau_{m q}} P_{2}, \quad \Omega_{66}=-\gamma^{d_{m q}} Q_{2}
\end{aligned}
$$

$\Omega_{33}=\left(d_{M q}-d_{m q}+1\right) Q_{3}-\varepsilon_{1}$
$\boldsymbol{\Omega}_{77}=\left(\tau_{M q}-\tau_{m q}+1\right) P_{3}-\boldsymbol{\epsilon}_{1}$
$\Omega_{44}=B_{q}^{T} \bar{P}_{r, j} B_{q}-\gamma^{d_{m q}} Q_{3}-\boldsymbol{\varepsilon}_{2}$
$\Omega_{55}=\bar{C}_{q, l}^{T} \bar{Q}_{r, j} \bar{C}_{q, l}-\gamma Q_{q, l}+\bar{\pi}_{d, q} Q_{2}$

$$
+\pi_{q, q}\left(d_{M q}-d_{m q}\right) Q_{2}
$$

$\Omega_{58}=\bar{C}_{q, l}^{T} \bar{Q}_{r, j} D_{q}, \Omega_{89}=\left[\begin{array}{ll}0 & D_{q}^{T} \bar{Q}_{r, j} \bar{F}_{q, l}\end{array}\right]$
$\Omega_{88}=D_{q}^{T} \bar{Q}_{r, J} D_{q}-\gamma^{\tau_{m q}} P_{3}-\boldsymbol{\epsilon}_{2}$
$\Omega_{99}=\left[\begin{array}{cc}\bar{E}_{q, l}^{T} \bar{P}_{r, l} \bar{E}_{q, l} & \bar{F}_{q, l}^{T} \bar{Q}_{r, l} \bar{F}_{q, l} \\ * & \mathcal{S} .\end{array}\right.$
Employing the Schur complement lemma to (15), it follows $\Omega \prec 0$, which implies

$$
\begin{equation*}
\mathbb{E}\{\Delta V(k, \boldsymbol{x}(k), \boldsymbol{y}(k), q, l)\}<\boldsymbol{v}(k) \mathcal{S} \boldsymbol{v}(k) \tag{29}
\end{equation*}
$$

By using the iterative method to (29), we obtain the following condition:

$$
\begin{aligned}
& \mathbb{E}\{V(k, \boldsymbol{x}(k), \boldsymbol{y}(k), \delta(k), \vartheta(k))\} \\
& \quad<\gamma^{k} \mathbb{E}\{V(0, \boldsymbol{x}(0), \boldsymbol{y}(0), \delta(0), \vartheta(0))\} \\
& \quad+\lambda_{\max }(\mathcal{S}) \sum_{i=0}^{k-1} \gamma^{k-i-1} \boldsymbol{v}(i)^{T} \boldsymbol{v}(i)
\end{aligned}
$$

$$
\begin{equation*}
<\gamma^{k}\left(\mathbb{E}\{V(0, \boldsymbol{x}(0), \boldsymbol{y}(0), \delta(0), \vartheta(0))\}+\lambda_{\max }(\mathcal{S}) c^{2}\right) \tag{30}
\end{equation*}
$$

According to (5) of Assumption 1, (13), and (19), we achieve

Combining (30) with (31), the inequality (32) holds
$\mathbb{E}\{V(k, \boldsymbol{x}(k), \boldsymbol{y}(k), \delta(k), \vartheta(k))\}$

$$
\begin{equation*}
<\gamma^{k}\left(\max _{\delta(0) \in \mathfrak{S}, \vartheta(0) \in S}\left\{\lambda_{\delta(0), \vartheta(0)}\right\} \delta_{1}^{2}+\lambda_{\max }(\mathcal{S}) c^{2}\right) \tag{32}
\end{equation*}
$$

$$
\begin{align*}
& \mathbb{E}\{V(0, \boldsymbol{x}(0), \boldsymbol{y}(0), \delta(0), \vartheta(0))\} \\
& \leq\left(\lambda_{\max }\left(\tilde{P}_{\delta(0), \vartheta(0)}\right)+\lambda_{\max }\left(\tilde{Q}_{\delta(0), \vartheta(0)}\right)\right. \\
& +\lambda_{\max }\left(\tilde{P}_{2}\right)\left(\bar{\pi}_{\delta(0)} \sum_{i=-\tau_{M}+1}^{-\tau_{m}} \sum_{j=i}^{-1} \gamma^{-j-1}\right. \\
& +\pi_{\delta(0), \delta(0)} \sum_{i=-\tau_{M \delta(0)}+1}^{-\tau_{m \delta(0)}} \sum_{j=i}^{-1} \gamma^{-j-1} \\
& \left.+\sum_{i=-\tau_{M \delta(0)}}^{-1} \gamma^{-i-1}\right)+\lambda_{\max }\left(\tilde{Q}_{2}\right) \\
& \times\left(\bar{\pi}_{\delta(0)} \sum_{i=-d_{M}+1}^{-d_{m}} \sum_{j=i}^{-1} \gamma^{-j-1}+\sum_{i=-d_{M \delta(0)}}^{-1} \gamma^{-i-1}\right. \\
& \left.+\pi_{\delta(0), \delta(0)} \sum_{i=-d_{M \delta(0)}+1}^{-d_{m \delta(0)}} \sum_{j=i}^{-1} \gamma^{-j-1}\right) \\
& +\lambda_{\max }\left(P_{3}\right) \lambda_{\max }(\bar{R}) \sum_{i=-\tau_{M \delta(0)}}^{-\tau_{m \delta(0)}} \sum_{j=i}^{-1} \gamma^{-j-1} \\
& \left.+\lambda_{\max }\left(Q_{3}\right) \lambda_{\max }(\bar{R}) \sum_{i=-d_{M \delta(0)}}^{-d_{m \delta(0)}} \sum_{j=i}^{-1} \gamma^{-j-1}\right) \delta_{1}^{2} \\
& =\lambda_{\delta(0), \vartheta(0)} \delta_{1}^{2} . \tag{31}
\end{align*}
$$

In addition, from (16), (17), and (19), we obtain

$$
\begin{align*}
l_{0} \mathbb{E}\left\{\boldsymbol{e}_{x}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{x}(k)+\right. & \left.\boldsymbol{e}_{y}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{y}(k)\right\} \\
& \leq \mathbb{E}\{V(k, \boldsymbol{x}(k), \boldsymbol{y}(k), \delta(k), \vartheta(k))\} \tag{33}
\end{align*}
$$

Then, it follows from (32) and (33) that

$$
\begin{aligned}
& \mathbb{E}\left\{\boldsymbol{e}_{x}(k)^{T} R \boldsymbol{e}_{x}(k)+\boldsymbol{e}_{y}(k)^{T} R \boldsymbol{e}_{y}(k)\right\} \\
& \quad<\frac{\gamma^{k}\left(\max _{\delta(0) \in \mathfrak{S}, \vartheta(0) \in S}\left\{\lambda_{\delta(0), \vartheta(0)}\right\} \delta_{1}^{2}+\lambda_{\max }(\mathcal{S}) c^{2}\right)}{l_{0}} .
\end{aligned}
$$

From the inequality (18), the condition $\mathbb{E}\left\{\boldsymbol{e}_{x}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{x}(k)+\right.$ $\left.\boldsymbol{e}_{y}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{y}(k)\right\}<\delta_{2}^{2}$ holds, which means that the inequality (14) in Definition 1 is satisfied, that is, the EES (12) meets the SFTB.

Remark 2: From Theorem 1, a new Lyapunov-Krasovskii function is established. By using the Lyapunov theory, sufficient conditions are derived to guarantee the SFTB for the EES (12), and the inequality constraint conditions of bound $\delta_{2}^{2}$ are obtained simultaneously.

Since Theorem 1 contains nonlinear terms, the controller gains cannot be obtained by the linear matrix inequality (LMI) technology directly. Thus, a new theorem as follows is proposed to design the controller gains.

Theorem 2: Given a scalar $\gamma>1$, the EES (12) is SFTB, if there exist matrices $P_{q, i} \succ 0, Q_{q, l} \succ 0, P_{2} \succ 0, P_{3} \succ 0$, $Q_{2} \succ 0, Q_{3} \succ 0, \boldsymbol{\epsilon}_{1} \succ 0, \boldsymbol{\epsilon}_{2} \succ 0, \boldsymbol{\varepsilon}_{1} \succ 0, \boldsymbol{\varepsilon}_{2} \succ 0, \mathcal{S}_{1} \triangleq$ $\left[\begin{array}{cc}\mathcal{S}_{1,1} & 0 \\ * & \mathcal{S}_{1,2}\end{array}\right] \succ 0, \mathcal{S}_{2} \triangleq\left[\begin{array}{cc}\mathcal{S}_{2,1} & 0 \\ * & \mathcal{S}_{2,2}\end{array}\right] \succ 0, G_{1}, G_{2}, \bar{K}_{x}(1)$, and $\bar{K}_{y}(1)$, and positive scalars $l_{0}, \lambda_{P}, \lambda_{P_{2}}, \lambda_{P_{3}}, \lambda_{\bar{P}_{3}}, \lambda_{Q}, \lambda_{Q_{2}}, \lambda_{Q_{3}}$, $\lambda_{\bar{Q}_{3}}$, and $\lambda_{s}$, such that the following LMIs hold for $\forall q \in \mathfrak{S}$, $\imath \in S$, and $\theta \in \Theta \triangleq\{1,2,3,4\}$ :

$$
\Xi(\theta)=\left[\begin{array}{cccccc}
\Psi_{11} & \Psi_{12} & 0 & 0 & \Xi_{15}(\theta) & 0 \\
* & \Psi_{22} & 0 & 0 & 0 & \Xi_{26}(\theta) \\
* & * & -\mathcal{S}_{1} & 0 & \Xi_{35}(\theta) & 0 \\
* & * & * & -\mathcal{S}_{2} & 0 & \Xi_{46}(\theta) \\
* & * & * & * & \Xi_{55} & 0 \\
* & * & * & * & * & \Xi_{66}
\end{array}\right] \prec 0
$$

$$
\begin{equation*}
l_{0} R \prec P_{q, t} \prec \lambda_{P} R, \quad P_{2} \prec \lambda_{P_{2}} R \tag{34}
\end{equation*}
$$

$$
P_{3} \prec \lambda_{P_{3}} I, \quad l_{0} R \prec Q_{q, l} \prec \lambda_{Q} R
$$

$$
Q_{2} \prec \lambda_{Q_{2}} R, \quad Q_{3} \prec \lambda_{Q_{3}} I, S \prec \lambda_{s} I
$$

$$
\begin{equation*}
\lambda_{P_{3}} \ell_{1}^{T} \ell_{1} \prec \lambda_{\bar{P}_{3}} R, \quad \lambda_{Q_{3}} \ell_{1}^{T} \ell_{1} \prec \lambda_{\bar{Q}_{3}} R \tag{35}
\end{equation*}
$$

$$
\begin{equation*}
\gamma^{N}\left(\max _{\delta(0) \in \mathfrak{S}, \vartheta(0) \in S}\left\{\bar{\lambda}_{\delta(0), \vartheta(0)}\right\} \delta_{1}^{2}+\lambda_{s} c^{2}\right) \leq l_{0} \delta_{2}^{2} \tag{36}
\end{equation*}
$$

with

$$
\begin{aligned}
\Xi_{15}(\theta) & =\left[\begin{array}{llll}
G_{1} A_{q}-\bar{K}_{x}(\theta) L_{x, l} & 0 & 0 & G_{1} B_{q}
\end{array}\right]^{T} \\
\Xi_{26}(\theta) & =\left[\begin{array}{llll}
G_{2} C_{q}-\bar{K}_{y}(\theta) L_{y, l} & 0 & 0 & G_{2} D_{q}
\end{array}\right]^{T} \\
\Xi_{35}(\theta) & =\left[\begin{array}{ll}
G_{1} E_{q} & -\bar{K}_{x}(\theta) M_{x, l}
\end{array}\right]^{T} \\
\Xi_{46}(\theta) & =\left[\begin{array}{ll}
G_{2} F_{q} & -\bar{K}_{y}(\theta) M_{y, l}
\end{array}\right]^{T} \\
\bar{K}_{x}(2) & =\bar{K}_{x}(1), \bar{K}_{y}(3)=\bar{K}_{y}(1) \\
\bar{K}_{x}(3) & \left.=\bar{K}_{x}(4)=\bar{K}_{x}(1)+G_{1}\right\rceil \\
\bar{K}_{y}(2) & =\bar{K}_{y}(4)=\bar{K}_{y}(1)+G_{2} \Gamma \\
\Xi_{55} & =\bar{P}_{r, j}-G_{1}-G_{1}^{T}, \quad \Xi_{66}=\bar{Q}_{r, j}-G_{2}-G_{2}^{T}
\end{aligned}
$$

$$
\begin{aligned}
\bar{\lambda}_{\delta(0), \vartheta(0)}= & \lambda_{P}+\lambda_{P_{2}}\left(1+\bar{\pi}_{\delta(0)}\left(\tau_{M}-\tau_{m}\right)\right. \\
& +\pi_{\delta(0), \delta(0)}\left(\tau_{M \delta(0)}-\tau_{m \delta(0)}\right)-\gamma^{\tau_{M \delta(0)}} \\
& +\left(\bar{\pi}_{\delta(0)}\left(\gamma^{\tau_{M}}-\gamma^{\tau_{m}}\right)+\pi_{\delta(0), \delta(0)}\right. \\
& \left.\left.\times\left(\gamma^{\tau_{M \delta(0)}}-\gamma^{\tau_{m \delta(0)}}\right)\right) /(1-\gamma)\right) /(1-\gamma) \\
& +\lambda_{Q}+\lambda_{Q_{2}}\left(1+\bar{\pi}_{\delta(0)}\left(d_{M}-d_{m}\right)\right. \\
& +\pi_{\delta(0), \delta(0)}\left(d_{M \delta(0)}-d_{m \delta(0)}\right)-\gamma^{d_{M \delta(0)}} \\
& +\left(\bar{\pi}_{\delta(0)}\left(\gamma_{M}-\gamma^{d_{m}}\right)+\pi_{\delta(0), \delta(0)}\right. \\
& \left.\left.\times\left(\gamma^{d_{M \delta(0)}}-\gamma^{d_{m \delta(0)}}\right)\right) /(1-\gamma)\right) /(1-\gamma) \\
& +\lambda_{\bar{P}_{3}}\left(1+\tau_{M \delta(0)}-\tau_{m \delta(0)}+\left(\gamma^{\tau_{M \delta(0)}+1}\right.\right. \\
& \left.\left.-\gamma^{\tau_{m \delta(0)}}\right) /(1-\gamma)\right) /(1-\gamma) \\
& +\lambda_{Q_{3}}\left(1+d_{M \delta(0)}-d_{m \delta(0)}+\left(\gamma^{d_{M \delta(0)}+1}\right.\right. \\
& \left.\left.-\gamma^{d_{m \delta(0)}}\right) /(1-\gamma)\right) /(1-\gamma) .
\end{aligned}
$$

Then, the vertices of estimator gains are given as

$$
\begin{aligned}
& K_{x, 1}=G_{1}^{-1} \bar{K}_{x}(1), \quad K_{y, 1}=G_{2}^{-1} \bar{K}_{y}(1) \\
& K_{x, 2}=K_{x, 1}+7, \quad K_{y, 2}=K_{y, 1}+\Gamma .
\end{aligned}
$$

Proof: Considering the inequalities

$$
\begin{aligned}
\left(\bar{P}_{r, J}-G_{1}\right) \bar{P}_{r, 3}^{-1}\left(\bar{P}_{r, j}-G_{1}\right)^{T} & \succeq 0 \\
\left(\bar{Q}_{r, j}-G_{2}\right) \bar{Q}_{r, j}^{-1}\left(\bar{Q}_{r, j}-G_{2}\right)^{T} & \succeq 0
\end{aligned}
$$

we obtain

$$
\begin{align*}
\bar{P}_{r, J}-G_{1}-G_{1}^{T} & \succeq-G_{1} \bar{P}_{r, J}^{-1} G_{1}^{T} \\
\bar{Q}_{r, j}-G_{2}-G_{2}^{T} & \succeq-G_{2} \bar{Q}_{r, j}^{-1} G_{2}^{T} \tag{37}
\end{align*}
$$

Then, define the matrices $\bar{K}_{x}(1) \triangleq G_{1} K_{x, 1}$ and $\bar{K}_{y}(1) \triangleq$ $G_{2} K_{y, 1}$. Substituting the definition of matrices $\bar{K}_{x}(1)$ and $\bar{K}_{y}(1)$ and the inequalities (37) into the inequality (34) and premultiplying and postmultiplying the obtained matrix inequalities with $\operatorname{diag}\left\{I, I, I, I, G_{1}^{-1}, G_{2}^{-1}\right\}$ and its transposition, the following condition is obtained:

$$
\Phi(\theta)=\left[\begin{array}{cccccc}
\Psi_{11} & \Psi_{12} & 0 & 0 & \Phi_{15}(\theta) & 0 \\
* & \Psi_{22} & 0 & 0 & 0 & \Phi_{26}(\theta) \\
* & * & -\mathcal{S}_{1} & 0 & \Phi_{35}(\theta) & 0 \\
* & * & * & -\mathcal{S}_{2} & 0 & \Phi_{46}(\theta) \\
* & * & * & * & -\bar{P}_{r, j}^{-1} & 0 \\
* & * & * & * & * & -\bar{Q}_{r, j}^{-1}
\end{array}\right] \prec 0
$$

where

$$
\begin{aligned}
& \Phi_{15}(\theta)=\left[\begin{array}{llll}
A_{q}-K_{x}(\theta) L_{x, l} & 0 & 0 & B_{q}
\end{array}\right]^{T} \\
& \Phi_{26}(\theta)=\left[\begin{array}{llll}
C_{q}-K_{y}(\theta) L_{y, l} & 0 & 0 & D_{q}
\end{array}\right]^{T} \\
& \Phi_{35}(\theta)=\left[\begin{array}{l}
E_{q}-K_{x}(\theta) M_{x, l}
\end{array}\right]^{T} \\
& \Phi_{46}(\theta)=\left[F_{q}-K_{y}(\theta) M_{y, l}\right]^{T}
\end{aligned}
$$

with

$$
\begin{aligned}
& K_{x}(1)=K_{x}(2)=K_{x, 1}, \quad K_{x}(3)=K_{x}(4)=K_{x, 2} \\
& K_{y}(1)=K_{y}(3)=K_{y, 1}, \quad K_{y}(2)=K_{y}(4)=K_{y, 2}
\end{aligned}
$$

In view of the definition (10), we have

$$
\begin{aligned}
\alpha \beta \Phi(1)+\alpha(1-\beta) \Phi(2)+(1-\alpha) & \beta \Phi(3) \\
& +(1-\alpha)(1-\beta) \Phi(4) \prec 0
\end{aligned}
$$

which implies that the condition (15) holds. In addition, from the inequalities (35) and (36), the condition (18) holds, that is, the EES (12) satisfies the SFTB based on Theorem 1.

## IV. Illustrative Example

In this section, an illustrative example is given to demonstrate the effectiveness of the proposed estimator for discretetime Markovian BAM NNs. Assume that $\delta(k) \in \mathfrak{S}=\{1,2,3\}$, $\vartheta(k) \in S=\{1,2\}$, and $k \in[1,20]$, and the parameters of Markovian BAM NNs are

$$
\begin{aligned}
& A_{1}=\operatorname{diag}\{0.70,0.60,0.50\} \\
& A_{2}=\operatorname{diag}\{0.70,0.80,0.90\} \\
& A_{3}=\operatorname{diag}\{0.50,0.60,0.80\} \\
& C_{1}=\operatorname{diag}\{0.70,0.60,0.80\} \\
& C_{2}=\operatorname{diag}\{0.80,0.70,0.60\} \\
& C_{3}=\operatorname{diag}\{0.70,0.40,0.40\} \\
& B_{1}=\left[\begin{array}{ccc}
0.25 & 0.01 & 0 \\
0.01 & 0.28 & 0 \\
0 & 0.01 & 0.19
\end{array}\right] \\
& B_{2}=\left[\begin{array}{ccc}
0.25 & 0.01 & 0 \\
0.01 & 0.31 & 0 \\
0 & 0.01 & 0.26
\end{array}\right] \\
& B_{3}=\left[\begin{array}{ccc}
0.15 & 0.01 & 0 \\
0.01 & 0.25 & 0 \\
0 & 0.01 & 0.32
\end{array}\right] \\
& D_{1}=\left[\begin{array}{lll}
0.25 & 0.11 & 0.01 \\
0.01 & 0.21 & 0.01 \\
0.01 & 0.01 & 0.20
\end{array}\right] \\
& D_{2}=\left[\begin{array}{lll}
0.22 & 0.11 & 0.01 \\
0.01 & 0.24 & 0.01 \\
0.01 & 0.01 & 0.32
\end{array}\right] \\
& D_{3}=\left[\begin{array}{lll}
0.21 & 0.01 & 0.01 \\
0.01 & 0.22 & 0.01 \\
0.01 & 0.01 & 0.30
\end{array}\right] \\
& E_{1}=\left[\begin{array}{lll}
0.31 & 0.13 & 0.20
\end{array}\right]^{T} \\
& E_{2}=\left[\begin{array}{lll}
0.21 & 0.11 & 0.35
\end{array}\right]^{T} \\
& E_{3}=\left[\begin{array}{lll}
0.31 & 0.21 & 0.14
\end{array}\right]^{T} \\
& F_{1}=\left[\begin{array}{lll}
0.12 & 0.31 & 0.12
\end{array}\right]^{T} \\
& F_{2}=\left[\begin{array}{lll}
0.13 & 0.12 & 0.34
\end{array}\right]^{T} \\
& F_{3}=\left[\begin{array}{lll}
0.31 & 0.22 & 0.12
\end{array}\right]^{T} \\
& M_{x, 1}=\left[\begin{array}{l}
0.08 \\
0.10
\end{array}\right], \quad M_{x, 2}=\left[\begin{array}{c}
0.09 \\
0.10
\end{array}\right] \\
& M_{y, 1}=\left[\begin{array}{l}
0.07 \\
0.10
\end{array}\right], \quad M_{y, 2}=\left[\begin{array}{l}
0.06 \\
0.10
\end{array}\right] \\
& L_{x, 1}=\left[\begin{array}{lll}
0.40 & 0.10 & 0.10 \\
0.10 & 0.20 & 0.30
\end{array}\right] \\
& L_{x, 2}=\left[\begin{array}{lll}
0.30 & 0.20 & 0.10 \\
0.10 & 0.20 & 0.30
\end{array}\right] \\
& L_{y, 1}=\left[\begin{array}{lll}
0.40 & 0.10 & 0.20 \\
0.10 & 0.30 & 0.50
\end{array}\right] \\
& L_{y, 2}=\left[\begin{array}{lll}
0.30 & 0.20 & 0.20 \\
0.10 & 0.10 & 0.50
\end{array}\right] .
\end{aligned}
$$

The trasition probability matrix $\Pi_{\delta}$ of the Markov chain $\delta(k)$ is assumed as

$$
\Pi_{\delta}=\left[\begin{array}{lll}
0.3 & 0.4 & 0.3 \\
0.5 & 0.2 & 0.3 \\
0.4 & 0.3 & 0.3
\end{array}\right] .
$$

The transition probability matrices $\Pi_{\vartheta}^{\delta(k)}$ of the Markov chain $\vartheta(k)$ are chosen as

$$
\begin{aligned}
\Pi_{\vartheta}^{1} & =\left[\begin{array}{ll}
0.80 & 0.20 \\
0.70 & 0.30
\end{array}\right] \\
\Pi_{\vartheta}^{2} & =\left[\begin{array}{ll}
0.40 & 0.60 \\
0.60 & 0.40
\end{array}\right] \\
\Pi_{\vartheta}^{3} & =\left[\begin{array}{ll}
0.20 & 0.80 \\
0.30 & 0.70
\end{array}\right] .
\end{aligned}
$$

The nonlinear function are assumed as $\boldsymbol{g}()=.[0.72 \tanh ()$. $0.56 \tanh () \quad .0.64 \tanh ().]^{T}$. Based on the assumption that $\delta(k) \in \mathfrak{S}=\{1,2,3\}$ and $\vartheta(k) \in S=\{1,2\}$, we consider the cases that $d_{1} \in[1,2], d_{2} \in[2,3], d_{3} \in[0,1], \tau_{1} \in[2,3]$, $\tau_{2} \in[1,2]$, and $\tau_{3} \in[0,1]$. Furthermore, suppose that $R=\operatorname{diag}\{1,1,1\}, c^{2}=0.7687, \delta_{1}^{2}=0.06$, and $\gamma=1.02$, and the known matrices

$$
\neg=\left[\begin{array}{ll}
0.21 & 0.23 \\
0.24 & 0.25 \\
0.23 & 0.28
\end{array}\right], \quad \Gamma=\left[\begin{array}{ll}
0.18 & 0.21 \\
0.27 & 0.29 \\
0.22 & 0.26
\end{array}\right]
$$

In order to facilitate the comparison and the analysis, according to the SFTB conditions that proposed in Theorem 2, assuming that the scalar $l_{0}=1.5$, minimizing the value of $\delta_{2}^{2}$ defined in Definition 1 by solving the LMIs, the estimator gains are given as

$$
\begin{aligned}
& K_{x, 1}=\left[\begin{array}{cc}
0.4823 & 0.3616 \\
-0.0179 & 0.7201 \\
-0.4113 & 1.7834
\end{array}\right] \\
& K_{x, 2}=\left[\begin{array}{cc}
0.6923 & 0.5916 \\
0.2221 & 0.9701 \\
-0.1813 & 2.0634
\end{array}\right] \\
& K_{y, 1}=\left[\begin{array}{ll}
0.9602 & -0.0464 \\
0.2487 & 0.1266 \\
0.3080 & 0.4411
\end{array}\right] \\
& K_{y, 2}=\left[\begin{array}{ll}
1.1402 & 0.1636 \\
0.5187 & 0.4166 \\
0.5280 & 0.7011
\end{array}\right] .
\end{aligned}
$$

The stochastic noise sequences are defined as $\boldsymbol{\omega}_{1}(k)=$ $0.10 \mathrm{rand}, \boldsymbol{\omega}_{2}(k)=0.09 \mathrm{rand}, \boldsymbol{v}_{1}(k)=0.08 \mathrm{rand}$, and $\boldsymbol{v}_{2}(k)=$ $0.11 \mathrm{rand}, k \in[1,20]$, where "rand" denotes a random number between 0 and 1 . Choosing the initial conditions of the BAM NNs $\boldsymbol{x}(-3)=[-0.1-0.10 .1]^{T}, \boldsymbol{x}(-2)=[-0.10 .1-0.1]^{T}$, $\boldsymbol{x}(-1)=\left[\begin{array}{lll}0.1 & -0.1 & 0.1\end{array}\right]^{T}, \boldsymbol{x}(0)=\left[\begin{array}{lll}0.1 & 0.1 & 0.1\end{array}\right]^{T}, \boldsymbol{y}(-3)=$ $\left[\begin{array}{lll}0.1 & -0.1 & 0.1\end{array}\right]^{T}, \boldsymbol{y}(-2)=\left[\begin{array}{lll}0.1 & 0.1 & -0.1\end{array}\right]^{T}, \boldsymbol{y}(-1)=$ $\left[\begin{array}{lll}0.1 & -0.1 & 0.0\end{array}\right]^{T}, \boldsymbol{y}(0)=\left[\begin{array}{lll}0.1 & -0.1 & 0.1\end{array}\right]^{T}$, and the initial conditions of the estimators $\hat{\boldsymbol{x}}(-3)=\hat{\boldsymbol{x}}(-2)=\hat{\boldsymbol{x}}(-1)=$ $\hat{\boldsymbol{x}}(0)=0$ and $\hat{\boldsymbol{y}}(-3)=\hat{\boldsymbol{y}}(-2)=\hat{\boldsymbol{y}}(-1)=\hat{\boldsymbol{y}}(0)=0$, we have $\mathbb{E}\left\{\boldsymbol{e}_{x}(l)^{T} \boldsymbol{R e}_{x}(l)+\boldsymbol{e}_{y}(l)^{T} \boldsymbol{R e}_{y}(l)\right\} \leq \delta_{1}^{2}=0.06$ for $l \in\left\{-\chi_{M},-\chi_{M}+1, \ldots, 0\right\}$. The trajectories of $\boldsymbol{x}(k)$ and


Fig. 2. Trajectories of $\boldsymbol{x}(k)$ and its estimation.


Fig. 3. Trajectories of $\boldsymbol{y}(k)$ and its estimation.


Fig. 4. Trajectories of $\left.\left(\boldsymbol{e}_{x}(k)^{T} R \boldsymbol{e}_{x}(k)+\boldsymbol{e}_{y}(k)^{T} R \boldsymbol{e}_{y}(k)\right)\right)^{1 / 2}$ and $\delta_{2}$.
$\boldsymbol{y}(k)$ and their estimations are shown in Figs. 2 and 3, respectively. The trajectories of $\left(\boldsymbol{e}_{x}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{x}(k)+\boldsymbol{e}_{y}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{y}(k)\right)^{1 / 2}$ and $\delta_{2}$ are shown in Fig. 4. From Fig. 4, the value of

TABLE I
Bound $\delta_{2}^{2}$ For Different Nonfragile Estimators Under the Same System Parameters

| $\gamma$ | $l_{0}$ | $N$ | $\delta_{1}^{2}$ | PU model $\delta_{2}^{2}$ | IU model $\delta_{2}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.02 | 1.5 | 20 | 0.06 | 0.2803 | 0.2812 |
| 1.02 | 1.5 | 20 | 0.08 | 0.3737 | 0.3750 |
| 1.02 | 1.5 | 21 | 0.08 | 0.3812 | 0.3825 |
| 1.02 | 5.0 | 21 | 0.08 | 0.3820 | 0.3832 |
| 1.02 | 5.0 | 20 | 0.08 | 0.3745 | 0.3757 |
| 1.02 | 0.1 | 20 | 0.08 | 0.3734 | 0.3747 |
| 1.01 | 1.5 | 20 | 0.08 | 0.3117 | 0.3127 |
| 1.03 | 1.5 | 20 | 0.08 | 0.4474 | 0.4489 |

$\left.\left(\boldsymbol{e}_{x}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{x}(k)+\boldsymbol{e}_{y}(k)^{T} \boldsymbol{R} \boldsymbol{e}_{y}(k)\right)\right)^{1 / 2} \leqslant \delta_{2}=0.5294$, which means that the condition (13) in Definition 1 holds, that is, the EES (12) satisfies the SFTB.

Remark 3: In order to compare the PU model with the IU model for the estimator, the estimator gains are described by the IU model as

$$
K_{x} \triangleq K_{1}+H_{1} \Lambda_{x}(k) H_{2}, \quad K_{y} \triangleq K_{2}+H_{3} \Lambda_{y}(k) H_{4}
$$

where $K_{1}$ and $K_{2}$ are the controller gains. $H_{1} \Lambda_{x}(k) H_{2}$ and $H_{3} \Lambda_{y}(k) H_{4}$ are uncertain, where $H_{1}, H_{2}, H_{3}$, and $H_{4}$ are constant matrices with proper dimension, and the time-varying matrices $\Lambda_{x}(k)$ and $\Lambda_{y}(k)$ satisfy $\Lambda_{x}(k)^{T} \Lambda_{x}(k) \preceq I$ and $\Lambda_{y}(k)^{T} \Lambda_{y}(k) \preceq I$, respectively. From Table I, it is observed that the PU model is less conservative than the IU model for the estimator gains by comparative experiments under the same system parameters.
Remark 4: From the process of the simulation, the system matrices $A_{\delta(k)}, B_{\delta(k)}, C_{\delta(k)}, D_{\delta(k)}, E_{\delta(k)}$, and $F_{\delta(k)}$ and the upper bound $\ell_{1}$ of the nonlinear function $g(\cdot)$ are the main parameters that we tried many times to debug with different data to ensure the existence of solution. Through the simulation, one of our results validates that the nonlinear constraint $\ell_{1}$ needs to be limited. According to (36), the performance of the proposed method is mainly affected by the TVDs parameters $d_{\delta(k)}$ and $\tau_{\delta(k)}$, the initial bound $\delta_{1}^{2}$ of system, the energy bound of noises $c^{2}$, the maximum interval $N$ of the finite time, and the scalars $l_{0}$ and $\gamma$. It follows from Table I that the bound $\delta_{2}^{2}$ increases with the aforementioned factors $N, l_{0}, \gamma$, and $\delta_{1}^{2}$ rising under given delays conditions.

## V. Conclusion

In this article, the finite-time state estimation for Markovian BAM NNs with asymmetrical SMD TVDs and inconstant measurements has been investigated. A new TVDs mode where the time-delay interval was SMD has been proposed. A more general measurement mode has been adopted, which was a measurement environment-dependent Markov chain and the transition probability was SMD. A PU model has been used to reduce the conservative property and improve the robustness of the estimator. By constructing a new LyapunovKrasovskii functional function, sufficient conditions have been
derived to ensure that the EES was SFTB. A simulation result has been provided to illustrate the effectiveness of the method. In summary, this article has proposed a more general model of BAM NNs, and a more detailed delay model has been analyzed, which can be easily applied to other physical models.
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