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Abstract During I frame switching, the subjective quality between I frame and P frames
usually have obvious fluctuation due to different coding methods. The periodic temporal visual
fluctuation will cause video flicker. According to extensive experiments, we observe that I
frame flicker possess a strong regional characteristics and different region have different
degree of flicker. Based on this observation, a region-based I frame rate control scheme is
proposed to suppress I frame flicker according to the different characteristics of the moving
and non-moving regions. Firstly, by jointly considering the inter-frame dependency between I
frame and subsequent un-encoded P frames and the inter-frame correlation between I frame
and previous encoded P frame, an optimization model is proposed to achieve the optimal QPs
for different regions. Secondly, a region-based inter-frame dependency model is proposed to
separately describe the inter-frame dependency of different regions, which can accurately
describe their description of the inter-frame dependency. The experimental results demonstrate
that the proposed scheme can efficiently suppress I frame flicker and maintain the smoothness
of subjective quality. Moreover, the proposed scheme can achieve a PSNR gain by 0.26 dB on
average when compared with the rate control scheme adopted by the HEVC reference software
HM15.0.
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1 Introduction

With the increasing demand of various video transmission applications over heterogeneous
networks, video coding with a high efficiency and flexibility is important. The latest video
coding standard HEVC [2, 10, 18, 52] can obtain a significant gain by employing more flexible
quad-tree coding block partitioning structure, improved intra prediction, adaptive motion
parameter prediction [2, 27, 42], etc.

In the HEVC reference software HM15.0, the R-lambda model is the recommended rate
control scheme [6, 32, 42, 48]. However, the R-lambda model only consider the coding
efficiency of I frames and the bitrates allocated to I frames are only according to bits per
pixel, which fails to consider the contents of different frames. Although the quality of I frames
can be guaranteed, I frames will consume much more bits which will cause the bit starvation of
the following P frames. The quality of P frames will be unavoidably degraded. Especially, the
quality degradation of last frames of one sequence is usually serious. Therefore, the R-lambda
model can not achieve a smooth perceptual quality and will easily cause the perceptual quality
fluctuation between I frames and P frames.

Intra-frame (I frame) is important and the rate control for I frame has been widely focused
in the researches of video coding. Recently, many researches aiming at I frames focus on two
major issues, namely the bit allocation between I frame and the following P frames and the
rate-distortion (R-D)model establishment [4, 6, 11, 16, 17, 23, 24, 29, 38, 41, 45–47, 50, 53, 54, 58].
A novel quadratic ρ-domain rate model [41, 47] is proposed and a frame layer rate control
scheme is proposed, which is proved to outperform the quadratic pixel-based unified rate-
quantization (URQ) model [6] and can generate smoother coding quality when compared with
URQ model [6]. However, this rate control scheme of HEVC is realized based on an entire
frame, which will reduce the coding performance and will lead to the obvious perceptual
quality fluctuation between I frame and P frames.

Due to the different encoding approaches of I frame and P frame, the video quality of I
frame and the encoded P frame will be obviously fluctuated and this periodic temporal visual
artifact will easily cause flicker. The flicker will undoubtedly affect the perceptual quality and
can easily cause visual fatigue to human eyes, especially under the low bitrates or frequent I
frame switching situations. This flicker is caused by intra-frame encoding mode and cannot be
completely eliminated [19]. Although some rate control schemes have been proposed to
suppress I frame flicker [13, 36], these algorithms have following two major limitations.

On the one hand, these rate control schemes are based on the frame level, assuming that as
long as the overall objective quality can be consistently maintained, video flicker can be
eliminated. However, I frame flicker has obvious regional characteristics, and different regions
have different human visual characteristics and rate-distortion characteristics. Therefore, the
treatment targeting at the entire frame cannot achieve the desired flicker suppression effect.
Note that the regional characteristics of I frame flicker will be analyzed in depth through
experiments in the next section.

On the other hand, there is a relatively strong inter-frame dependency between I frame and
P frame [3, 20, 22, 28, 31, 33, 34, 39, 49]. Note that the quality of the subsequent un-encoded
frames is dependent on the quality of the encoded frame, and the bit rate consumed by the
encoded frame affects the bit allocation of the subsequent un-encoded frames in turn. This results
in a strong dependency among frames. The dependency is obvious between I frame and P frame
[3, 20, 22, 28, 33, 35, 39, 40, 49]. Since I frames will consume much more bits, which will easily
cause the bit starvation of the following P frames. The quality of P frames will be unavoidably
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degraded. Therefore, an accurately description of the dependency between I frame and P frame
is essential to improving encoding efficiency [3, 28, 31, 39, 49], and also, is important to
maintain the smooth perceptual quality. However, the above I frame rate control schemes fail
to take the inter-frame dependency into the consideration and to achieve smooth quality
between I frames and P frames.

Therefore, this paper proposes a region-based I frame rate control scheme to suppress I
frame flicker and maintain the smoothness of subjective quality. Firstly, based on our obser-
vations, a region-based inter-frame dependency model is proposed to separately describe the
inter-frame dependency of moving and non-moving regions according to their different
characteristics. The proposed model fully exploits the significant regional characteristics to
achieve an accurate description of the inter-frame dependency. Secondly, an optimization
model is proposed by jointly considering the inter-frame correlation between I frame and
encoded P frame and the dependency between I frame and subsequent un-encoded P frames.
The optimized QP can be achieved by solving the optimization model, which can effectively
suppress I frame flicker. Finally, based on the fact that human visual system features varying
levels of sensitivity to quality variations in different regions, the QP of the sensitive regions is
adjusted to further suppress I frame flicker. The experimental results demonstrate that the
proposed I frame rate control scheme can significantly reduce the fluctuation of perceptual
quality and suppress I frame flicker by comparing the state-of-the art. Moreover, the proposed
scheme can achieve a PSNR gain by around 0.26 dB on average when compared the rate
control scheme adopted by the HEVC reference software HM15.0 [12].

The remainder of this paper is organized as follows. Some observations and justifications
are provided in Section 2. Section 3 discusses the proposed optimization model for smooth
quality. The proposed region-based inter-frame dependency model is presented in Section 4.
The proposed approach is summarized in Section 5. Section 6 presents the experimental
results. Finally, the paper is concluded in Section 7.

2 Observation and justification

The video flicker is caused by the different encoding modes of I frame and P frame
and it is obvious in the low bit-rate applications. The rate-distortion optimization
aiming at intra-frame prediction is designed to minimize the distortion between the
current reconstructed video and the original video, which does not consider the quality
continuity between adjacent frames. Therefore, during I frame switching, the corre-
sponding Coding Tree Unit (CTU) between I frame and P frame usually results in
significant perceptual quality fluctuation. Even under the all I frame encoding con-
figurations, the slight variation of content in spatial domain will result in the change
of intra modes selection. The corresponding CTUs between two adjacent I frames are
also significantly different in terms of objective quality. These periodic quality
fluctuations will lead to video flicker [1, 7–9, 13, 19, 21, 25, 26, 36, 37, 55, 56].

Based on extensive experiments, we observe that I frame flicker possesses obvious regional
characteristics and different kinds of region will results in different degree of flicker. Compared
with the regions containing motions (it is called the moving region in this paper), there is
obvious flicker in non-moving regions. One example is shown in Fig. 1. It can be observed
from Fig. 1b that the labeled non-moving regions have obvious subjective quality fluctuation,
while the subjective quality fluctuation of the moving regions is not as obvious as it.
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There are mainly three reasons causing the regional characteristics of I frame flicker, which
is discussed in detail as follows.

Firstly, different regions may have different inter-frame correlations and different rate-
distortion characteristics [14]. Compared to the moving regions, the non-moving regions have
relatively strong inter-frame correlations. Usually, the quality of non-moving regions in P
frames can maintain smooth between I frame and its subsequent P frames. However, all these
regions will be encoded by using Intra modes in the subsequent I frame. Thus, due to different
encoding modes and quantization distortion, the quality of these regions will fluctuate. And
this quality fluctuation will easily lead to I frame flicker. On the other hand, since the moving
regions contain motions, the corresponding CTUs in the moving regions among different
frames are usually encoded with different modes. Thus, the quality of these regions may be
fluctuated among different frames (including I frames and P frames). Therefore, I frame flicker
of moving regions is not as obvious as that of non-moving regions.

Secondly, different regions of one frame may have different inter-frame dependency. The
dependency is obvious between I frame and P frame and an accurate description of the
dependency between I frame and P frame is important to maintain the smooth perceptual
quality [3, 28, 33, 35, 39, 40, 49]. In the existing researches, the inter-frame dependencymodels
are established based on the entire frame [3, 28, 29, 31, 33–35, 39, 49]. As shown in Fig. 2, it
can be observed that different video have different inter-frame dependency characteristics. In
Fig. 2, Mobisode2 sequence has no camera motion, while Keiba sequence contains camera
motions.

It should be noted that there are different kinds of regions in one frame and they may also
have different inter-frame dependency characteristics. This conclusion can be confirmed by the
following experiments. The distortion dependencies of different regions are shown in Fig. 3. It

79th Frame 80th Frame 81st Frame 

(a) Original Video 

79th Frame (P frame, 32.04 dB) 80th Frame (I frame, 32.40 dB) 81st Frame (P frame, 32.24 dB) 

(b) Reconstructed Video (The labeled non-moving regions have obvious video flicker) 

Fig. 1 A example of I frame flicker (BaskeballPass, 416*240, Intra period = 20, IPP, QP = 38). a Original Video
79th Frame (P frame, 32.04 dB) 80th Frame (I frame, 32.40 dB) 81st Frame (P frame, 32.24 dB) b Reconstructed
Video (The labeled non-moving regions have obvious video flicker)
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indicates that for the moving regions, the quality of P frame is unaffected by that of I frame.
While for the non-moving regions, the encoding quality of P frame will change along with that
of I frame. Specifically, when the QP of I frame is smaller than that of P frame, the encoding
quality of non-moving regions in P frame having a linear relationship with that of I frame. On
the other hand, when the QP of I frame is greater than that of P frame, the encoding quality of
non-moving regions in P frame is unaffected by that of I frame. Therefore, it is necessary to
establish a region-based inter-frame dependency according to their different characteristics,
which is important to improve encoding efficiency and maintain the smooth perceptual quality.

Thirdly, the video flicker is a subjective visual effect, and human eyes have different levels
of sensitivity to quality variation in different regions. For an example, human eyes are less
sensitive to especially bright or dark regions in a frame [5, 15, 43, 44, 51]. Additionally, compared
with medium and low frequency, humans are less visually sensitive to information loss
in high frequency range [1, 8, 21].

Based on the above observations, a region-based inter-frame dependency model is pro-
posed to achieve an accurate description of inter-frame dependency to improve the coding
efficiency. Correspondingly, an optimization model aiming at smooth quality is proposed by

(a) Mobisode2 (without camera motion) (b) Keiba (with camera motion) 

Fig. 2 The PSNR depenency relationship between I frame and P frame (416*240, Intra period = 10, IPP
structure, QP = 28:1:42. The red dot is the output result when I frame and P frame adopt the same QP. Note
that PSNR is used to describe the distortion depenecy relationship between I frame and P frame insteads of MSE
in [33, 34]). a Mobisode2 (without camera motion) b Keiba (with camera motion)

CTU(X:3,Y:2) CTU(X:14,Y:11) CTU(X:9,Y:1) CTU(X:14,Y:17) 

(a) Non-moving region (b) Moving region (c) Non-moving region (d) Moving region

abieK2edosiboM

Fig. 3 Distortion dependency relationship between I frame and P frame of different regions (416*240, Intra
period = 10, IPP structure, QP = 28:1:42, Diff is calcuated through (1), the red points denotes that I frames and P
frames have the same QP). a Non-moving region b Moving region c Non-moving region d Moving region
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jointing the inter-frame dependency and correlation to suppress I frame flicker, which will be
presented in the next section.

3 Region-based inter-frame dependency model

An accurate description of inter-frame dependency can maintain subjective video quality
continuity between I frame and P frame, and is important in smooth quality rate control.
According to our observation in Section 2, this paper proposes a region-based inter-frame
dependency model according to the different characteristics of the moving and non-moving
regions. The proposed region-based inter-frame dependency model can achieve an accurate
description of inter-frame dependency.

In this paper, by considering both the complexity and the accuracy, one frame is divided into
two regions, namely the moving regions and the non-moving regions according to the differ-
ence in luminance value between two adjacent frames. The detailed region division refers to our
previous work [14]. The proposed dependency model will be discussed in detail as follows.

Assume that the original I frame is fI(x, y), the corresponding reconstructed image is fI
″(x, y),

the first P frame after I frame is fP(x, y), and the corresponding predicted frame and recon-
structed frame are fP′(x, y) and fP

″ (x, y), respectively. Then the frame error of P frame can be
calculated by the following equation, and the detailed derivation refers to the Appendix of this
paper.

EP ¼ f P x; yð Þ− f I x; yð Þ þ f I x; yð Þ− f ″I xþ i; yþ jð Þ� �
−e″P x; yð Þ ð1Þ

where (i, j) is the motion vector. From the above equation, the frame error of P frame depends
on three aspects, namely the difference between the original I frame and the original P frame,
the difference between the original I frame and the predicted P frame, and eP

' '(x, y) is the
quantization distortion of P frame residuals.

The moving region and the non-moving region have different frame errors for P frame. For
the non-moving regions, the difference of corresponding positions among adjacent frames is
relatively small, and the motion vector (i, j) can be approximated to (0,0), and the quantization
distortion of P frame prediction residual can be ignored. Then according to (1), the frame error
EP
NM of the non-moving regions in P frame can be represented as follows.

ENM
P ≈ f P x; yð Þ− f I x; yð Þ þ f I x; yð Þ− f ″I x; yð Þ� �

ENM
P ≈ f P x; yð Þ − f I x; yð Þ þ ENM

I ≈ ENM
I

ð2Þ

where EI
NM is the error of non-moving regions in I frame. Therefore, the error of moving

regions in P frame is closely related to the error of non-moving regions in I frame.
Furthermore, according to the analysis of the literatures [33, 34], when the quantization

stepsize of I frame is smaller than that of P frame (namely QI <QP), the use of a smaller
quantization stepsize (QI) can produce smaller distortion than a bigger quantization stepsize
(QP). Thus, the quantization distortion of EP

NM varies linearly with the quantization distortion
of EI

NM. Conversely, when the quantization stepsize of I frame is larger than that of P frame
(namely QI >QP), the distortion of P does not depend on that of I frame and the distortion of P
frame only determined by the smaller quantization stepsize (QP). Therefore, taking into
account both scenarios of QI <QP and QI >QP, the distortion of P frame is only determined
by the smaller quantization stepsize of I frame and P frame, i.e., min{QI,QP}.
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Suppose that P frame takes a fixed quantization parameter, the distortion of the non-moving
regions in P frame varies with the changes in I frame quantization parameter, and the inter-
frame distortion dependency can be modeled as follows (as shown in Fig. 4a, where the PSNR
value is used to measure the distortion).

PSNRP;NM
k QI

k ;Q
P
k

� � ¼ αþ β � PSNRI
k QI

k

� �
; QI

k < QP
k þΔ

αþ β � PSNRI
k QP

k þΔ
� �

QI
k ≥Q

P
k þΔ

�
ð3Þ

where Qk
I represents the QP of the kth CTU in the current I frame, α and β are two parameters

and they can be calculated by the linear regression. Δ is a constant. PSNRk
P,NM(Qk

I ,Qk
P) is the

PSNR value of the kth CTU in the subsequent P frame, and PSNRk
I(Qk

I) is the PSNR value of
the kth CTU in current I frame. PSNRk

I(Qk
I) is calculated by the linear PSNR-QP model

proposed in our previous work [57].

PSNRI
k QI

k

� � ¼ γ � CI
k � QI

k þ μ ð4Þ
where Ck

I is the complexity of the kth CTU in I frame, γ and μ are two parameters, which can
be determined by linear regression based on encoding results.

In (3), when I frame is set to a quantization parameter Qk
I , and the PSNR value of kth CTU

of P frame, PSNRk
P,NM(Qk

I ,Qk
P), is changed along with different Qk

P. In (3), Qk
P +Δ divides the

inter-frame distortion dependency model into two stages. As shown in Fig. 4a, these two stages
have significantly different characteristics of distortion dependency. According to our exper-
iments, Δ adopts −2 in this paper.

For the moving regions, the pixel value of the corresponding CTU in adjacent frames is
more significantly different from each other, and the motion vector (i, j) can not be ignored. In
addition, for regions with intense movements, motion estimation is unable to obtain accurate
motion vectors, and the residual eP(x, y) between the predicted image and the original image is
not negligible. Therefore, in accordance with (1), the error of the moving regions in P frame
can be represented as follows.

EM
P ¼ f P x; yð Þ− f I x; yð Þ þ f I x; yð Þ− f ″I x; yð Þ þ f ″I x; yð Þ− f ″I xþ i; yþ jð Þ� �

−e″P x; yð Þ
EM
P ¼ f P x; yð Þ − f I x; yð Þ þ EM

I þ f ″I x; yð Þ− f ″I xþ i; yþ jð Þ� �
− e″P x; yð Þ ð5Þ

For fP(x, y) − fI(x, y), fI″(x, y) − fI
″(x + i, y + j), and eP

″ (x, y),EI
M is negligible. Whereas for the

moving regions, EP
M is unaffected by EI

M. In particular, the regions with irregular movements in

QPI=QPP+Δ

PSNRP=α+β*PSNRI

PSNRI(dB)

PSNRP(dB)

PSNRI(QPP+Δ)

α+
β*

PS
N

R
I(Q

P P
+Δ

)

(a) Inter-frame dependency of non-moving regions

PSNRP(dB)

PSNRI(dB)

(b) Inter-frame dependency of moving regions

Fig. 4 The inter-frame depenecny model of different regions. a Inter-frame dependency of non-moving regions
b Inter-frame dependency of moving regions
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P frame may apply intra-frame encoding, and these regions only use the spatial correlation
information in the current frame for encoding, without using inter-frame correlation informa-
tion. So the distortion of these regions is completely independent of that of the encoded I
frame. Therefore, the distortion of moving regions in P frame does not change with the
variation in the QP of I frame (Qk

I), and instead, depends only on the rate-distortion charac-
teristics of P frame. Based on the above analysis, the inter-frame distortion dependency of the
moving regions (PSNRk

P,M(Qk
I ,Qk

P)) can be simplified as the following model (as shown in
Fig. 4b).

PSNRP;M
k QI

k ;Q
P
k

� � ¼ PSNRP
k QP

k

� � ð6Þ
In summary, the distortion inter-frame dependency model for the non-moving regions is

given in (3), while the distortion inter-frame dependency model for the moving regions is
given (6). For the non-moving regions, the parameters of the distortion dependency model can
be updated by means of linear regression based on the encoded frames. Since the non-moving
regions can maintain relatively strong inter-frame correlation, the statistical information used
for updating parameters can be obtained from the encoding results of the CTU in the
corresponding position of the previous encoded P frames.

The proposed inter-frame dependency model, compared with the models proposed in
[33, 34], the biggest difference is that while the models proposed in [33, 34] is frame-oriented
without distinguishing among different regions, while the proposed region-based inter-frame
dependency model is established upon the inter-frame dependencies of different regions. The
inter-frame dependency model for different region can achieve an accurate description of inter-
frame dependency.

4 Optimization model by jointing inter-frame dependency and correlation

The key to suppressing video flicker is to maintain quality continuity between the correspond-
ing regions in adjacent frames. The continuity itself is a relative concept, referring to a
relatively small gap between the two objects under comparison. As shown in Fig. 5, during
intra period switching, not only the initial I frame (the k th frame) in the current intra period is
adjacent to the last P frame (the k − 1 th frame) in the preceding intra period, but its quality also
affects the quality of the subsequent P frame (the k + 1 th frame), thereby transferring the
impact to the last P frame in the current intra period the k +N th frame). Meanwhile, the k +N
th frame, serving as the last P frame in the current intra period (its position is equivalent to that
of the k − 1 th frame in the preceding intra period), is adjacent to the initial I frame in the next

k
I Frame

k+1
P Frame

k+2
P Frame

…… k+N
P Frame

Backward 
Dependency

Forward 
Correlation

k+N+1
I Frame

k-1
P Frame

Fig. 5 Optimization model by jointing inter-frame dependency and correlation
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intra period, and thus the fluctuations between frames within the current intra period will affect
the quality of the next intra period. When a significant quality gap exists between the I frame
and its subsequent P frame within a intra period, these intra quality disparities will diffuse into
subsequent intra periods, resulting in “ups and downs” of encoding quality between the
subsequent intra periods. Therefore, I frame should be treated as a frame key to transition;
when creating an I frame rate-distortion optimization model for smooth video quality, we need
to take into account the correlation between the preceding encoded frames and I frame, so as to
maintain the quality continuity between the current I frame (the kth frame) and its preceding
encoded P frame (the k-1th frame). In addition, the dependency between I frame and the
subsequent un-encoded frames should be taken into account in order to avoid sharp quality
gaps between I frame (the kth frame) and its subsequent P frame (the k + 1 th frame).

Based on the proposed inter-frame dependency model, an optimization model for smooth
video quality is proposed by considering not only the inter-frame correlation between I frame
and its previous encoded P frames, but also the inter-frame dependency between I frame and
its subsequent un-encoded P frames.

In the non-moving regions, adjacent frames can maintain good similarity and the current
frame can be directly predicted by the corresponding position in the previous P frame
encoding. Therefore, when there is not scene change, the video quality of the encoded frame
will impact that of the subsequent un-encoded frame. On the other hand, according to our
observation, the non-moving regions have a relatively strong inter-frame dependency between
I frame and its subsequent un-encoded P frames (as shown in Fig. 3). Therefore, the video
quality of non-moving regions in I frame needs to be consistent with that of the corresponding
regions in not only the previous encoded P frame, but also the previous encoded I frame.

Considering the influence of the previous inter-frame correlation and the subsequent inter-
frame dependency, the optimization model aiming at the non-moving regions is established to
guarantee quality continuity between I frame and the adjacent P frames.

QI
k ¼ argmin

QI
k∈Q

DFw
var QI

k

� �þ DBw
var QI

k

� �� �

DFw
var QI

k

� � ¼ ν �
���PSNRI

k QI
k

� �
−PPSNRI

k

���þ ν �
���PSNRI

k QI
k

� �
−PPSNRP

k

���
DBw

var QI
k

� � ¼
��� P S N RI

k QI
k

� �
− P S N RP;NM

k QI
k ;Q

P
k

� � ���
ð7Þ

where Qk
I represents the QP of the kth CTU in the current I frame. PSNRk

I(Qk
I) is the PSNR

value of the kth CTU in the current I frame and it can be calculated by our linear PSNR-QP
model [57]. Dvar

Fw(Qk
I) is the quality difference between the current I frame and the previous

encoded frames (including the previous P frame, PPSNRk
P, and the previous I frame, PPSNRk

I).
Both PPSNRk

P and PPSNRk
I can be determined before the encoding of the current I frame.

Dvar
Bw(Qk

I) represents the quality difference between the current I frame and the subsequent un-
encoded P frame, where PSNRk

P,NM(Qk
I ,Qk

P) is the PSNR value of the subsequent P frame and
is predicted based on the proposed region-based inter-frame dependency model (3). v is a
weighted factor determined by the interrelationship between the encoding quality of the current
I frame and the previous frame. Our experimental results show that different trend of quality
variation (becoming better or worse) will cause different degree of flicker. Compared with the
situation that the quality is changed from bad to good, the degree of flicker is more serious
when the quality is changed from good to bad. This is because the human eyes have different
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levels of sensitivity to the high- and low-frequency component of video and the information
loss in the low-frequency component can be more easily perceived when the quality is
degraded. Therefore, in this paper, when PSNRk

I(Qk
I) is less than PPSNRk

P or PPSNRk
I , v is

assigned a larger number, i.e., ν = 1.5, otherwise a smaller number, i.e., ν = 1.0 is adopted.
In the moving regions, the pixel differences in the corresponding CTUS are

relatively significant in adjacent frames, and motion estimation is required when
inter-frame encoding is applied. Since motion estimation and compensation may not
obtain accurate results, compared with the non-moving regions, the moving regions
usually have more evident quantization distortion when the same QP is adopted.
Furthermore, the moving regions have more significant fluctuations in video quality.
Therefore, the smooth quality optimization model of the moving regions is only
required to maintain quality consistency between the current I frame and previous
frames. Meanwhile, the interdependency between I frame and its subsequent P frame
also needs to be taken into account. The smooth quality model of moving regions is
shown in (8).

QI
k ¼ argmin

QI
k∈Q

DFw
var QI

k

� �þ DBw
var QI

k

� �� �

DFw
var QI

k

� � ¼ ν �
���PSN RI

k QI
k

� �
−PPSN RP

k

���
DBw

var QI
k

� � ¼ ���PSNRI
k QI

k

� �
−PSNRP;M

k QI
k ;Q

P
k

� ����
ð8Þ

where PSNRk
P,M(Qk

I ,Qk
P) is calculated through (6) and PSNRk

I(Qk
I) is calculated by our

linear PSNR-QP model [57]. By solving the optimization model of both moving and
non-moving regions ((7) and (8)), the optimal QPs can be achieved for the moving
and the non-moving regions, respectively. The calculated QP can efficiently suppress I
frame video flicker.

5 The summary of the proposed scheme for I frame flicker suppression

In this paper, the proposed I frame rate control scheme for smooth video quality
mainly includes the following five steps, and all the other remaining steps are
identical to those of the algorithm adopted by the HEVC reference software
HM15.0 [12]. The flowchart of the proposed rate-control scheme is shown in
Fig. 6.

5.1 Region division and image complexity measurement

The image is divided into moving regions and non-moving regions, and the gradient infor-
mation for each CTU is calculated to measure the image complexity.

5.2 Optimization and solving of QP

Based on the results of region division and the gradient information for each CTU, the QP of
each CTU are derived from the proposed optimization model for smooth quality. (7) and (8)
are optimization models for non-moving region and moving region, respectively.
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5.3 Extraction of visually sensitive regions and QP adjustment

Human eyes have different visual sensitivity to distortions of different regions. To further
suppress video flicker, it is needed to distinguish the visually sensitive regions and insensitive
regions according to the features of human visual system, and make adjustments to QP
accordingly for different regions. According to [5, 15, 43, 44, 51], the visual sensitivity of human
eyes is determined by two aspects. One is the characteristics of the image itself, such as
luminance, contrast sensitivity, edges, etc. The other depends on the viewing distance, eye
movement, etc. Since the viewing distance is full of uncertainty, this paper only takes into
account the characteristics of the image itself when extracting visually sensitive regions.

For simplicity, this paper only incorporates image luminance and edges for extracting
sensitive regions.

Luminance information According to human visual system characteristics, human eyes are
only sensitive to luminance within a certain range and cannot easily detect the distortion in
regions that are either too bright or too dark. Therefore, two threshold values are defined as
ThL and ThH, and the normalized luminance value is divided into three intervals, where
human eyes are sensitive to the luminance value that falls into the range of [ThL, ThH]. When
the normalized luminance value is less than ThL and greater than ThH, the luminance
sensitivity StL is deemed as 0. Otherwise, when the normalization value falls between ThL
and ThH, the luminance sensitivity StL is equal to the normalized luminance value, i.e.,
StL = Lum/255. This paper sets ThL to 0.25 and ThH to 0.75.

Edge information in regions with edges, distortions of either the background region or the
foreground region are more likely to be visually perceived [44]. Therefore, the paper uses
Sobel operator to determine whether each pixel is an edge point. The number of edge points in
each CTU is represented by SbN, then the edge sensitivity of the CTU, StS, is equal to the

normalized SbN, i.e., StS ¼ SbN−SbNMinð Þ
SbNMax−SbNMinð Þ, where SbNMax and SbNMin are the maximum SbN

and the minimum SbN in the current frame, respectively.

Fig. 6 The flowchart of the
proposed rate control schemes
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Taking into account both of the above factors, the sensitivity factor of the CTU can be
defined as the square root of the product of StL and StS, i.e., the sensitivity factor of the kth

CTU is Stk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
StL � StS

p
. When Stk of the CTU is less than the preset threshold value, it

belongs to the insensitive region. Otherwise it belongs to the sensitive region. This paper sets a
threshold value of 0.1 for dividing sensitive regions, and the extraction result is shown in
Fig. 7.

For the sensitive regions, the QP derived from (7) or (8) needs to deduct 1 to further
guarantee the video quality in this region. Assume that Qk

I is the QP of the kth CTU, which is
derived from (7) or (8), and Stk is the sensitivity factor of the kth CTU. Then the adjusted QP of
the kth CTU is calculated as follows.

~Q
I

k ¼ QI
k−1 Stk > ThS
QI

k Stk ≤ThS

�
ð9Þ

where ThS is the threshold value for the extraction of sensitive regions, and in this paper ThS
is equal to 0.1. It should be noted that this implementation is a simple but effective method for
extracting sensitive regions. Many other technologies [5, 15, 43, 44, 51], such as Temporal
Contrast Sensitive Function, Spatial Contrast Sensitive Function, and Contrast Masking, can
be employed to achieve a more accurate extraction of the sensitive regions. However, this is
not the focus of this paper and it is one of our ongoing works.

Meanwhile, in order to ensure the smooth video quality and to limit the calculated QP

within the [18, 44] interval, the finalized QP of the kth CTU, Q̂
I
k , is:

Q̂
I

k ¼ min max ~Q
I

k ; Q̂
P

k −3; 1
� 	

; Q̂
P

k þ 3; 51

� 	
ð10Þ

where, Q̂
P
k represents the QP of the corresponding CTU in the previous P frame.

5.4 Updating model parameters

Since the rate-distortion characteristics of the current I frame and the distortion dependency
between I frame and P frame are unknown when deriving the QP for the current I frame, this
paper predicts their parameters based on the encoding information of the previous I frame.
After the encoding of I frame, the parameters in (3) are updated by means of linear regression.
The details refer to our previous work [57]. Similarly, before coding the next I frame, the
parameters in (6) and (8) are updated by the linear regression.

Original Video Sensitive Region Orignal Video Sensitive Region 

)FIC,ht04(sweN(b))FIC,ht04(llaH(a)

Fig. 7 The extracted sensitive regions (The white regions denotes the extracted sensitive regions). a Hall (40th,
CIF), b News (40th, CIF)
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5.5 Rate control for the initial I frame

The proposed rate control scheme in this paper needs to refer to encoding results of previous I
frame. Therefore, in order to avoid affecting the subsequent I frame because of the inaccurate
rate control of the initial I frame, and to obtain accurate parameters, this paper applies the
following rate control scheme for first two I frames of the sequences. Since the rate-distortion
characteristics of the initial I frame are unknown prior to encoding, this paper adjusts the QP of
the initial I frame QFirst

I , heuristically.

Q̂
I

First ¼

QI
First−Δ; Grad < 5

QI
First−0:5�Δ; 5≤Grad < 11

QI
First; 11≤Grad < 17

QI
First þ 0:5�Δ; 17≤Grad < 23
QI

First þΔ; 23≤Grad < 29
QI

First þ 2�Δ; 29≤Grad

8>>>>>><
>>>>>>:

ð11Þ

where, Q̂
I
First is the adjusted QP of the initial I frame, Grad is the average gradient for all the

CTUs in the current image, ε is the adjustment factor that can be determined by QFirst
I as

follows:

ε ¼
0:5; QI

First ¼ 10
1; QI

First ¼ 20
1:5; QI

First ¼ 25
2; QI

First ¼ 35

8>><
>>:

ð12Þ

Since the parameters of I frame distortion model and the distortion dependency model need
to be determined by two sampling points, the QP of the second I frame of the sequence is equal
to the average QP of both the initial I frame and the adjacent P frame. And it is calculated as
follow.

QI
Sec;k ¼ Q̂

I

First þ Q̂
P

k


 �.
2 ð13Þ

where
QSec,k
I is the QP of the kth CTU in the second I frame.

6 Experiments and discussions

In this section, the performance of the proposed rate control scheme for I Frame is fully
evaluated from two aspects, namely the subjective quality and the objective quality. The
experiments are carried out based on the HEVC reference software HM15.0 [12]. Three
similar schemes, namely the rate-rate control scheme used by HM15.0 (labeled as “HM”)
[12], our previous work (labeled as “APSIPA” [57]), and the latest Intra-frame rate control
scheme proposed by S. Wang [47] (labeled as “Wang”), are adopted to compare with the
proposed scheme. To ensure the fairness, we apply method “APSIPA” and “Wang” to the HM
15.0 platform for comparison. The objective quality comparison is carried out based on 11 test
sequences. These video sequences which cover a wide range of resolution and motion
characteristics are representative. The GOP structure for low delay applications is IPPP. The
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intra interval adopts 12 and 20, respectively. RDO is enabled, CTU size is set 64 × 64
(16 × 16-sized CTU is used for the sequences of 416 × 240 size). The frame rate is set to 30
fps (50fps for 1080p). The rest of the encoder settings is configured the same as default HM
configuration. More detail information is shown in Table 1.

The experimental results are shown in Tables 2 and 3. The average gain in the table is
calculated by comparing with HM. The flicker measurement in the table is calculated through
the following equation [19, 57].

FlickerMeasurement ¼ AVG
i; j SSD O i−1; jð Þ;O i; jð Þð Þ< εð Þ

SSD R i−1; jð Þ−R i; jð Þ;O i−1; jð Þ−O i; jð Þð Þf gð14Þ

where SSD denotes the sum of squared difference,O (i, j) denotes the original pixel value of the jth
CTU in ith frame,R (i, j) denotes the reconstructed pixel value of the jth CTU in ith frame. Since the
proposed scheme aims at I frames, the statistics of the flicker measurement only considers I frames.

As compared to the Wang algorithm, which yields the best results among the other three
comparable schemes, the proposed scheme can obtain 0.146 dB (Intra period:12) and 0.127
(Intra period:20) in the average PSNR, respectively. Through experiments, it can be observed
that our algorithm have an obvious improvements not only on the small image, but also on the
high resolution image. At the same time, Tables 2 and 3 show the proposed scheme can
efficiently suppress I frame flicker and maintain the smoothness of subjective quality.

The big value of the flicker measurement indicates a serious fluctuation of the perceptual
quality and implies a serious video flicker as well. The frame-by-frame flicker measurement
comparison is shown in Fig. 8.

Note that the proposed I frame rate control scheme is aiming at suppressing I frame flickers.
In order to measure I frame flicker, a conventional measurement is employed by referring to
[19, 57]. Using a more effective method to measure Mean Opinion Score (MOS) for subjective
evaluation is our next research work.

Some more subjective quality compressions are shown in Figs. 9 and 10. It can be easily
observed that the proposed scheme can effectively maintain the smoothness between I frame
and its neighboring P frames. As shown in Fig. 9, when compared with HM, the proposed
scheme can not only achieve a clearer the right wall, but also maintain a smooth quality of the
right wall. Although Wang can also achieve a clearer the right wall when compared with HM,

Table 1 Experimental Conditions

Parameter Value

Platform HM15.0

Coding structure LP-main (IPPP)

CTU size 64×64 (16×16 for 416×240)

Intra period 12,20

Total number 200

Frame rate 30 fps (50fps for 1080p)

SAO On

CABAC On

RDO On
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but it fails to maintain its smoothness when I frame switch (between 47th frame and 48th
frame).

Also, it can be observed from Fig. 10 that HM can not achieve a clear face of the left girl in
the 59 h frame (P frame), but it achieve a clearer face of the left girl in the 60th frame (I frame).
Thus, this leads to an obvious video flicker during I frame switches. Although Wang can
achieve a clearer face of the left girl when compared with HM, it can not maintain the smooth
quality. As shown in Fig. 10b, the 60th frame (I frame) is clearer than the other two P frames
(59th frame and 60st frame). It can be observed from Fig. 10c that the proposed scheme can
achieve a smooth subjective quality when compared with the other two schemes.

Therefore, the above experiments results demonstrate that the proposed scheme can
effectively suppress perceptual flicker and maintain a smooth subjective quality between I
frame and P frames. Moreover, when compared with the rate control scheme adopted in
HM15.0, the proposed scheme can also improve the subjective quality in terms of average
PSNR.

7 Conclusion and discussion

This paper proposes a region-based I frame rate control scheme. According to different
characteristics of different regions, a region-based inter-frame dependency model is proposed
to separately describe the inter-frame dependency of different regions, which can achieve an
accurate description of the inter-frame dependency. Moreover, by jointly considering the inter-
frame correlation between I frame and encoded P frame and the dependency between I frame
and subsequent un-encoded P frames, an optimization model is proposed to achieve the
optimal QP to effectively suppress I frame flicker. The experimental results demonstrate that
the proposed scheme can not only significantly reduce the fluctuation of perceptual quality, but
also can achieve a PSNR gain by around 0.26 dB on average when compared the state-of-the-
art. Therefore, the proposed scheme can efficiently suppress I frame flicker and maintain the
smoothness of subjective quality.

(a) Blowing Bubbles 

(416*240,200kbps,Intra period =12) 

(b) BQMall 

(832*480,500 kbps,Intra period =20)

(c) FourPeople 

(720p,1000 kbps,Intra period =12) 

Fig. 8 Frame-by-frame flicker measurement comparision (Flicker measurement is calculated by (14)). a
Blowing Bubbles (416*240,200 kbps,Intra period =12) b BQMall (832*480,500 kbps,Intra period =20) c
FourPeople (720p,1000 kbps,Intra period =12)
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Although the proposed scheme is aiming at achieving a smooth quality I frame rate control,
it can be extended for P frame rate control to further improve the coding efficiency. The
proposed region-based inter-frame dependency is helpful to carry out an accurate bit-allocation
between I frame and P frames. This is one of our ongoing works.

ht94ht84ht74

(a) original

47th (P frame) 
48th (I frame) 49th (P frame) 

(b) HM

47th (P frame) 48th (I frame) 49th (P frame) 

(c) Wang 

47th (P frame) 48th (I frame) 49th (P frame) 

(d) Our scheme 

Fig. 9 The subjective quality comparison (BasketballPass, 416*240, frame rate =50,Intra period = 12, 100 kbps.)
a original 47th (P frame) 48th (I frame) 49th (P frame) b HM 47th (P frame) 48th (I frame 49th (P frame) cWang
47th (P frame) 48th (I frame) 49th (P frame) d Our scheme
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Note that ThL and ThH are chosen according to the statistics from the experimental results.
Our experimental results show that the threshold values we choose can achieve good results
for all test sequences. These thresholds could be adaptively adjusted according to different
contents (e.g., taking more HVS features into the consideration or employing video content

ts16ht06ht95

(a) original 

59th (P frame) 60th (I frame) 61st (P frame) 

(b) HM 

59th (P frame) 60th (I frame) 61st (P frame) 

(c) Wang

59th (P frame) 60th (I frame) 61st (P frame) 

(d) Our scheme 

Fig. 10 The subjective quality comparison (BlowingBubbles, 416*240, frame rate =50,Intra period = 20,
200 kbps.) . a original 59th (P frame) 60th (I frame) 61st (P frame) b HM 59th (P frame) 60th (I frame) 61st
(P frame) c Wang 59th (P frame) 60th (I frame) 61st (P frame) d Our scheme
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analysis methods) to achieve a more accurate region division. In order to further suppress
video flicker, one frame is divided into sensitive regions and insensitive regions according to
the features of human visual system, since human eyes have different visual sensitivity to
distortions of different regions. In this paper, the sensitive regions are extracted for QP
adjustment. Since QP adjustment is an amendment of the proposed algorithm and it is not
the major contribution of this paper. For simplicity, this paper only incorporates image
luminance and edges for extracting sensitive regions. Note that the more comprehensive
sensitive region extraction method can be easily combined with the proposed rate-control
scheme, which will be also our future work.
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Appendix: derivation of P frame error

Suppose that the original image of I frame is
fI(x, y), and the corresponding reconstructed image is
fI
″(x, y). The original image of the first P frame after I frame is fP(x, y), and its

predicted image and reconstructed image are fP′(x, y) and fP
″ (x, y), respectively. Then

the frame error between I frame and P frame (the error between the reconstructed
frame and the original frame) can be defined as:

EI ¼ f I x; yð Þ− f ″I x; yð Þ
EP ¼ f P x; yð Þ− f ″P x; yð Þ ðA� 1Þ

where, EI is the frame error of I frame, and EP is the frame error of P frame. Assume
that eP(x, y) is the residual between the predicted image and the original image, i.e.,
eP(x, y) = fP(x, y) − fP′(x, y), and the quantized value is eP

″ (x, y) =Quant(eP(x, y)). The
reconstructed frame of P frame can be represented as:

f ″P x; yð Þ ¼ f
0
P x; yð Þ þ e″P x; yð Þ ðA� 2Þ

where, the predicted image of P frame can be further represented as:

f
0
P x; yð Þ ¼ f ″I xþ i; yþ jð Þ ðA� 3Þ

where, (i, j) is the motion vector. Then after incorporating (A-2) and (A-3) into (A-1),
the frame error of P frame can be rewritten as:

EP ¼ f P x; yð Þ − f
0
P x; yð Þ þ e″P x; yð Þ

� 

EP ¼ f P x; yð Þ − f I x; yð Þ þ f I x; yð Þ− f 0

P x; yð Þ
� 


− e″P x; yð Þ
EP ¼ f P x; yð Þ− f I x; yð Þ þ f I x; yð Þ− f ″I xþ i; yþ jð Þ� �

−e″P x; yð Þ
ðA� 4Þ
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